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ABSTRACT

The increasing emphasis on the use of photographic images in visunal simulation

has introduced new challenges.

of movement arcund three dimensional objecis,
size and organization becomes a significant system design Issue.
the topic of storage and retrieval of multiple
represent three-~dimensional generic objects such as trees,
order to obtain a smoothly changing view of the object as
eyepoint moves relative to the object,
Determining the actual number of different
required and how these should be physically stored is a

base
paper addresses
targets. In

aspect angles are used.

In photobased systems that allow full freedom

the question of the image data
This
that
and
the
many photographs taken at different
aspects
nontrivial task.

images
buildings,

Increasing the number of different aspects facilitates the accomplishment of

smooth transitions,

difficunlt. This
3D object onto a disk taking the device
account.

INTRODUCTION

The complexity of a visual scene produced
by real-time CGI technigues is limited by
the number of polygons that can  be
processed in one frame period. To over-—
come this inherent 1limitation, it is
customary to use photogagping of texture
onto certain polygons.©’ This creates a
significant improvement in realism without
the need for a vast increase in the
polygon count. True CGI ‘images
derived from "exact"™ transformations of 3D

models and are therefore correct at any
aspect angle. Photographs, on the other
hand, are basically 2D in nature and are

only strictly correct at the aspect angle
and range at which the photograph was
originally taken.

If the object is a planar surface such as
a runway or a c¢ollection of planar
surfaces such as a building, it is
possible to digitally "warp"™ the photo-
graphic image of each surface.
of a true perspective transformation, each
surface is made to appear correct
according to the simulated viewpoint.

In the case of 3D objects such as trees
and vehicles, however, it is not so easy.

* This work was performed under PM-Trade/NTSC Contract Number N61339-83-C-0066.

but at the same time makes

.warping process cannot introduce

are” ~

By means = storage medium.

real-time retrieval more-

paper describes a method of organizing the image data for a .

performance characteristics into .

Trees are complex structures with internal.

parallax and occulting among branches and
leaves. A battle tank has many surfaces
with protrusions many of which cccult each
other, either fully or partially. A
informa—
tion that is not in the original image
because of occulting, neither )
change parallax. Therefore, in the case
of complex 3D objects, it is necessary to

have a number. of photographs taken at
different aspect. angles in order to
capture the required information. . To be

gtrictly correct, |
consider the effect of range on ~intra-
object occulting. -However, since the
detail is only significant at close range,
this effect can be ignored if the photo-
graphs are taken at close range. _
The problem addressed in this paper is how
to determine the number of photographs
required, the angles at which they should
be taken and their orgamization on ‘the
Increasing the number of
images not only increases the cost of
creation and storage of the data base, but
it .also adds to_the difficulty of real-
time retrieval. = ~On the other hand,
reducing the number of stored images leads
to noticeable jumps in the appearance of
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the object. At high angular rates as
would occur in a fly-by or fly-over, the
problem is not sewere. However, at low
rates as in the case of helicopter station
keeping, masking/unmasking, target
acquisition, etC., the situation is
critical. In order to provide the subtle
visual cues and avoid distracting Jjumps,
it is vital that a smecothly changing view
be provided regardless of the direction of
motion and absclute position.

In this paper., a mathematical model for 3D
object representation is f£irst described
followed by a discussion on various ways
the photographs can be pogitioned around
the object. Some experimental results are
then reviewed which indicate the reguired
angular separation of images. = Next, the
characteristics of appropriate storage
media are summarized indicating a funda-

mental difficulty in meeting the reguire--

ments. A method of interpolation is then
described whic¢h rednces the number of
images while maintaining smooth
transitions. Finally, a  method of
organizing the images onto a disk so as to
minimize distance between adjacent views
regardless of direction of motion is
described.

THE MATHEMATIC MODEL FOR THE
ORGANIZATION OF IMAGES

For each three-dimensional object in the
simulation, there is a seguence of images
of the object which must be obtained from
the data base Iin order to construct the
sequence of views which will be projected
on the screen.

The object in guestion is assumed to be
located at the center of an imaginary
sphere c¢alled the photosphere. In this
analysis, only the top hemisphere will be
used. ~First a base meridian from the
North Pecle to the edge of the hemisphere
is constructed. Then a finite number of
angles of elevation are selected. Each of
these angles of elevation defines a circle
of latitude parallel to the equator as
shown in Figure 1.

LATITUDES

PHOTO IMAGE

EQUATOR

Figure 1. The Photosphere

Along each latitude, a finite number of
positions is selected. A cellection of
photo images is constructed so . that the

center of each image is located at these
select positions on the latitude lines.
The images are taken to be tangent to . the
rhotosphere. There are several ways to
select the angles of elevations and the
subdivisions of each latitude.

The decision as to which image should be

obtained next from the data base depends
on the movement cf the eyepoint relative
to the object. Since, in general, there
is no restriction of the direction of the
motion of the wvehicle, e.g., a helicopter,

- the next image needed may be to the left

or right or above or below the previous
image, I. “The set of neighboring images
of an image on the photosphere is the set
of images which could possibly be needed
for display in the next cycle of the

“sgystem as shown in Figure 2.

Figure 2. Near-Neighbors of an Image I

Image Patferns on the Photogphere

Three ways of organizing the images of the
cbject on the two-dimensional surface of
the photosphere were considered. These
are:z

1. The Bquiangular Pattern.
2. The Equidistant Pattern
3.. The Equilateral Triangle Pattern

In all three cases, a system of spherical
coordinates is used to define the
positions on the photosphere. A position
can be measured by its angle of elevation
# from the horizontal plane and its angle
of azimuth € from the base meridian as
shown in Figure 3.

BASE MERIIAN N

EQUATOR

Figure 3. Spherical Coordinates
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The equiangular pattern of positions is
defined by selecting an angular increment.
The range of ¢ from 0° to .90° is
subdivided into angles which differ by the
increment. The same is done for the range

of & from 0° to 360°. This will produce a
grid of latitudes and lJongitudes on the

hemisphere. Positions for the images will

be at the intersection of each 1latitude
and longitude as shown in Figure 4.

Figure 4. Equiangular Pattern

The equiangular pattern uses the same
number of points on each latitude. Hence,
the number of images is computed as& the
product of the number of latitude lines
and the number of points on each 1latitude
line. Table 1 shows the number of images
as a function of angular increment.

Table 1., Number of Views in an
Equiangular Pattezn

Number of Views in

Apgular Increment Equiangular Pattern

5.0° 1,296
2.59 5,185
2.0° 8,101
1.0° 32,401
0.5° 129,601
0.25° 518,401

Since this pattern uses the same number of
positions on each latitude line, there is
a greater overlap of information in the
images on a latitude near the North Pole
than +there is on a latitude near the
equator. This redundancy of information
makes the equiangular pattern undesirable.

The equiangular pattern can be improved
upon by a method. in which a fixed
increment of arc length is used to space
the center points of the images. The
construction of this pattern, called the
equidistant pattern, begins by subdividing
the eqguator of the photogsphere inte a
number of arcs of egual length. This can
be accomplished by specifying an angular
separation of points on the equator. This
increment of arc is used as a measure to

lay off segments of equal arc length aleong

the base meridian. Circles of latitude
are constructed at each point of
subdivision on the base meridian. The

increment of arc is then used to lay off
arc . segments of equal length along each
latitude as in Figure 5. Since the length
of each latitude is not necessarily an
even multiple of the increment of arc used
as measure, the last and first points on
that latitude may be closer together than
the other points on that latitude. This
produces a pattern c¢alled © the
"equidistant" pattern. Careful analysis
shows that most points are equidistant

from one another along latitude lines, but.

only approximately equidistant from one
another when on different latitude lines.

Figure 3. Equidigtant Patterns

Cbserve that _ latitudes decrease in
circumference whed moving from the equator
to the North _Pole, Consequently, the
number of vieWs decreases with wpward
movement on the sphere. Table 2 shows how
the number of views in the pattern changes

" as a function of the number of equidistant

views at the equator.

Table 2. Number of Views in the
Equidistant Pattern

Number of Separation at Number of
Views at the Equator Views on the
the Eguator
72 - 5.0 T B46
90 4.0 1,348
120 3.0 2,369 _
144 2.5 3,344
- 180 2.0 5,225
360 . 1.0 20,764
720 T 0.5 i 82,480
1,440 0.25 330,617

Note that the number of views is" approx-
imately 64 percent of the corresponding
number of views using the eguiangular
distribution in Table 1. Bowever, f£or
angular separations of legg than two
degrees, the number of different images to
be stored and accessed is incompatible
with the size of storage devices which
have acceptable retrieval time for photo—
graphic images.

"The third image pattern, the equilateral

triangle, was devised for the purpose of
generating interpolated images. The topic
of interpolation will be discussed later.
The equilateral triangle
constructed as follows.
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First, divide the hemisphere into six
regions called hexants as shown in Figure
6. Subdividing the base meridian inte n
equal arcs provides n points on the
meridian through which n latitude 1lines
are constructed.

‘Wm HEXANT
NAVAVAYAY
AVAVA

Figure 6. Top Down View of Equilateral
Equilateral Triangle Pattern
on the Hemisphere T
Note that the first latitude as measured
from the top makes a set of six
curvilinear triangles with the North Pole

as a commen vertex. The segment of the
kth latitude in each hexant is subdivided
inte k egual arcs. The k+} points of
subdivision on the kth latitude segment
are connected with subdivision points on
the (k-1)st latitude segment to create the
equilateral triangle pattern as shown in
Figure 7. =

Figure 7. Eguilateral Triangle Pattern
on the Sphere

If there are n latitude 1lines, the

equilateral triangle pattern will have 6k

images on the kth latitude. The total

number of views is given by:
V(n) = 3n2 + 3n + 1
The total number of triangles is:
T{n) = 6n2
A choice of 33 latitude lines leads to a

tokal of 3,367 views. In the vertical
direction, the angular increment for

klk 5

.¥ideo .period.

latitudes is s & = 2.72° At the
eqiator, the increment is 48 = 1.82° and
there are 198 views on the equator. There

are 6,534 triangles in the pattern.
STORAGE DEVICES

Two types of devices are considered for
Storage of the large number of images in
the data base.

disk and the Parallel Data Transfer Disk,

BDTD {a high performance Winchester 8isk).’

Optical digital disks are not considered
because of their low data transfer rate
and long access time.

With the analog video disks, one image is

stored per frame in a linear string.
Accessing a near-neighbor image is
accomplished by jumping over adjacent

frames. Because of limitations of the
"seek—time" of the video—-disk = and the
Eycle time of .the total sgysten, the
maximum allowable jump is 200 frames per

. Thig means that any near
neighbor image must be within 200 frames
of the current frame, With this limita-

tion the large capacity of the video disk
(54,000 frames) cannot be used for real-
time fetrieval. Nevecrtheless, 1f only 4
small percentage of the capacity can beé
used for a single 3D object, the low
device cost makes the video  disk
attractive.

In the case of the PDTD,
much lower and the

the capacity i=
cost considerably

_higher than the video disk and the storage

is digital as coppoSed to analeg. The data
for a single 512 x 512 pixel image
requires approximately 53 kilobytes of
storage if color encoding and data
compression are used. On this basis, a

.650 ME PDTD will hold about 12,000 images.

Unlike the wvideo disk, however, "the PDTD

can access most images stored in the

device within one video frame period.
EXPERIMENTAL RESULTS

In order to determine the necessary

angular “increments for smooth transitions

at low angular rates, the following expeE~ -
. iment was performed.

Using a video camera

and a scale” model tree, images were
captured and digitizeda at 1°, 1/2°, and
1/2° intervals over 40° in azimuth. Three

video sedquences
simulate
with 19,

were then generated to
the view of flging arouiid a tree
1/2°, and 1/4® steps. The same
angular rate of 3.75 degrees peér “second
was maintained in all "three cases by
repeating each image for the appropriate
nunber of frames.

Observation of the video (seguences with
the tree £full size on the screen) revealed
that:

a. 1° increments were very noticeable

b,  1/2° increments were noticeable
¢. 1/4% increments appeared smooth

180
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The experiment was repeated using a meodel
tank and similar results were obtained,
although the side views were not as sensi-
tive as the front views because of the
gun. However, the use of 1/4° angular
increments requires such large numbers of
images (see Tables 1 and 2) on a photo-
sphere that it is clearly impractical for
data base generation, storage, and
retrieval. Some other solution is
necessary which provides smooth trans-
itions without an excessive number of
images. One appreach to the solution is
the use of spatial interpelation between
images. This is described next.

SPATIAL INTERPOLATION
The basic idea of spatial interpelation is

to blend together several images in order
to create a desired intermediate image.

This necessitates the development of a
pattern which allows for a smooth
transition of images. Simple linear

interpolation in a single dimension is
accomplished by using a weighted average
of intensity data from two images, Iy and
1; to create an intermediate image Ir’ as
follows:
I, =iy + {1 =-r}Ig

Here r is the fraction of the distance
from Ig to Iy, (0 < x < 1).

Although
interpolation
artifact.
from image -Ip to I, to Ij, the image
changes from a sharp image at Iy to a
less sharp image at the interpolated image

computationally simple, linear
produces - a noticeable

I, to a sharp image again at Iy as shown
belovw:

Ig Ip !
SHARP LESS SHARP SHARP

This artifact can be eliminated by using a
second level interpeclation scheme as
follows. The original images g

a

Iir «e- are used to create a new da
base o? interpolated images
Jor see Jdy. For example, Jdg and Jp mlggt

be obtained from I I; and 1Is llnear

interpolation as fol ows:
Jg = (Ig + 17)/2

Intermediate images J, are then created by
linear interpolation” using J, and J; as
follows:
JI =r Jp + {1-r)} JO

Using these second order interpeolates,
experiment has shown that rotating around
an object using Jg, J., Jl produces images
which exhibit a 1im1ted range of

When rotating around an object .

- To create this data base it is

18l

frequencies which are far less distracting
to the viewer yet contain sufficiently.
sharp images for visual discrimination.

In two dimensions, linear interpolation of
images can be accomplished using three
images which are located at the vertices
of a triangle. See Figure 8.

iz

Figure 8. Triangular Pattern for

Spatial Interpolation

The general interpolation formula for
three images at the vertices of a triangle
is given by

3
II;S = E ai (I,S) Ii
i=1 -
Here the functions a;(r,s) are general
‘weighting functions.
The utilization of a trilangular pattern
for interpclation necessitates a pattern

of curved triangles for images on the
photosphere. The eguilateral triangle
pattern described earlier was developed to
meet the needs of this formula for inter—
polation. Every 1location on the photo—
sphere lies within some triangle of ~ the
eguilatera) pattern. An image centered at
a point on the photosphere can be obtained

“by interpolating £from images at the

corners of the curvilinear triangle. -

As with one-dimensional interpolation,
utilization of direct photographic images

in the data base would create the same
artifact described earlier. Hence the
vertices in the egquilateral triangle

pattern represent positions of first order
interpolated images.

necegsary
to develop a pattern for photo images
which when interpolated will generate the
pattern of 1nterpolated images. @ Figure 9
shows one way in which the two patterns
can be interlaced for a single level.
Each interpolated image lies in a curved
triangle . with photo images at the
- vertices. The pattern can be extended to
as many levels as are needed.



Hence the equilateral +triangle pattern
provides a pattern of curved triangles
which make interpolation of images on the
photosphere feasible.
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Figure 9. Interlaced Equilateral Patterns
of Photo Images and First Order
Interpolated Images on a Single

Level
DATA BASE CORGANIZATION

The data base organization problem is to
determine an efficient way to organize a
2-dimensional collection of images on a
storage mediom which is basically
seguential or one-dimensional. Glven a
particular image on the photosphere that
is being processed by the flight
simulator, there are only a small number
of possible images that may be needed
next. These possible images are
designated as near—neighbors of that. image
being processed. The near-neighbor images
must be located in sequential memory close
enough to the image in process so¢ that
they can be obtained within the cycle time
of the simulator.

The organization of this data base is
modeled by considering it to be a mathe-
matical structure known as a graph. A
graph consists of a collection of vertices
and a collection of edges which connect
certain pairs of the vertices. To.build a
graph~theoretical model of the data base,
each image on the photosphere is defined
to be a vertex of the graph.
are connected by an edge if they are near-
neighbors of each other; i.e., the images
could possibly be used on consecutive
frames in the visual system. The

Two images

resualting graph is called the near—
neighbor graph of an object. Figure 10
shows an example of a near—neighbor graph
on a photosphere. .

o, B
4
(3 - N
Ld ,. - A
TN
2 / . i
F H
b i - 2 e
Figure 10. _Example of a Near Neighbor
Graph .
Bandwidth of an Enumeration for a Graph
The arrangement of images in the
sequential memory is accomplished by
choosing an enumeration of the images or

vertices of a graph. Denote by E{(I} the
positive integer associated with the image
I. The dFump in the enumeration between
images I and I'_ is |E(I} - E(I")]. The
number mp{I) will denote the mazximum jump
IE(I} - E({I')| between the image I and any
near—neighbor image I' to I. The band-
width of the enumerationm E for the graph
is called By and denoteg the maximum
values of mp(I} over all images of the
graph.

shows an enumeration of the
previous near neighbor graph. In this
case the vertices are enumerated in a
clockwise order. The bandwidth Bp is 13
between vertices 1 and 14. =

Figure 11

MAXIMUM JUMP = 13 : N
at1-14 Rl . R
7 - - N

FPigure 1l. Enumeration of a Near-Neighbor

Graph
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Bandwidth Redugtion

The images of an object are arranged in
memory in the order determined by the
enumeration BE. It must be possible to
move from a given image I to the next
needed image I', a near-neighbor image,
and transfer the image data for I' within
one cycle of the visual system. Hence, it
is advantageous to choose an enumeration
with the lowest possible bandwidth. The
bandwidth here represents the greatest
jump that could occur between an image and
a near neighbor image throughout the whole
céllection of images.

While the determination of an enumeration
which produces the minimum bandwidth is
still an unsolved problem, there exist
algorithms for determining enumerations
with reduced bandwidth. The Gibbs-Poole-
Stockmeyer Algorithm given in Reference 4
was implemented to reduce bandwidths for
enumerations on nhear-neighbor graphs.
Application of this algorithm to the
enumeration of the graph in Figure 11
resulted in the enhumeration shown in
Figure 12. The bandwidth has been reduced
from 13 to 8 between vertices 4 and 13.

MAXIMUM JUMP =
FROM 4 TO 13

9

Figure 12. New Enumeration for the Near-
Nelghbor Graph

The bandwidth reduction a&algorithm was
applied to a number of equidistant
patterns of images on the photosphere.
The results are shown in Table 3,

Table 3. Results of the Bandwidth
Reduction Algorithm on
Equidistant Patterns

Mumber of Number of
Views at Views on the
~Bemigphere Bandwidih
37 231 38
46 353 © 45
59 580 65
72 846 57
80 1,348 101
120 2,369 . 128
144 3,344 130

The last entry in Table 3 represents a
situation wvhere 1image spacing at the
equator is 2.5 degrees and the bandwidth

is  130. This is well within the Jjump

capability of a video disk.

Interpolation and Bandwidth Reduction on
the Equilateral Trilapgle Pattern

The choice of an image pattern on the

photosphere must have a limited number of
images which does not exceed capacity of

the storage device. In addition, the

enumeration of the associited near-
neighbor graph of images must have a band-
width which is small enoigh to be within
the seek-time of the storage disk. The
problem is to meet both +these criteria
gimiltaneously.

Interpolation of images at the vertices of
a triangle provides a method for reducing
the number of images to be stored. The
equilateral triangle pattern provides an
arrangement of images which is set up for
the interpolation scheme. An equilateral
triangle pattern with 33 latitude circles
requires a total of 3,387 images which is
well within the capacity of storage media
considered. With an angular increment for
latitudes of o g = 2.72 degrees and an

‘angular increment of A & = 1.82 degrees &t

the equator, views are close enough to
provide interpeolated images with
sufficient visual discrimination as
determined by experiment,

SUMMARY

Photographic representations of 3D objects
are very effective in providing visual
cues to helicopter pilots when training
for combat missions. To avoid distracting
jumps at low speeds, an angular resolution
of 1/4 degree is required. Use of
individual photographs at this regolution
is out of the question because of the

_resulting data base size and retrieval
“time. Spatial interpolation provides one

solution to the problem of smooth
transitions with a moderately sized data
base. Images can be organized on either
video disks or PDTD's to decrease the
separation of near-neighhor images. The
combination of interpolation and bandwidth
reduction provides a practical solution to
the c¢hallenge of 3D object photographic
data bases. The photographs can be actual
photographs of a physical object or can be
complex CGI images produced in nonreal-
time. Either way, this work represents a
major breakthrough in visual systems

‘technolegy.
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