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ABSTRACT

To attaln the realism necessary for simulatlon today, higher and higher sysfem fldel ity
is required. Initially, all simuiatlon soffware was controlled and executed on & monollthic
processor that had to complete execution of all software modules within a specifled TIme
frame. As simulatlon requirements Increased, It became wevident +that portlions of *tThe
simuiation software could be executed in parallael. To meet the requirements for fncreased
fidelity 1In simulators being designed today, +he software bhas been divided Into several
cooperating modules. These modules generally joad and execute In a number of computers
connected by a portion of commen physical memory referred to as shared  memory. These
conventional shared memory systems are typlcally used .in cases where true parailel processing
takes place. The shared memory system atlows for high-speed coupling of computers which In
+urn allows higher frame rates +thus better fldelity. A new methoed of “tightly coupl ing
multiple computér systems without the inherent deflclencies of conventional shared memory was
heeded. In addition, @ new hardware implementation that utilizes gate array technology and =a
means of controlling such a system from a designated Host System are required. -

INTRODUCT {ON - have to walt until the next grant cycle,
even though a higher priority node may be
in the +{four sectlions +that follow-- - requesting the Shared Memory Bus. This
Shared Memeory Hardware, Computer System type of arbitration is typlcal for most
Hardware, Software Control, and shared memory systems and ensures  all
Diagnostic Software-—the authors will nodes get =access To the Shared Memory
dlscuss the problems encountered and the Bus.
solutions arrived at 1In developling a
tightly coupled, distributed system for In a convantional shared memory
flight simulafors. system all nodes connected ¢ the  Shared
Memory Bus are ceontending for +he same
In brief, the problems were tThree- - physical module of shared memory. In &
fold: 1)getting beyond the conventilonal heavily loaded memory -Intensive systenm
shared memory approach, 2}, "shrinking® the nodes are waiting for memory a hligh
the footprint of the system while percentage of time. AIl nodes in fthe
enhancing [Its compute power, and 3), system are accessing +hls module during
reducling the |i1fe-cycle cost. reads and writes of shared memory: data.

Contantion could be reduced If the shared
memory bandwidth was high enough to

SHARED MEMORY HARDWARE handle the aggregate demand .of all users.

These high bandwidih memories are not

A. Copventlonal Shaced Memory . : economically viable on todays computer
{see flgure 1) systams.

With this approach there Is typically Conventional shared memory systems
a Shared Memory Interfece {Gontraller are housed [n a separate shared memcry
connected to each nodel's main bus. In chassls and require a separate power
+urn, each node is <cabled to The Shared source In addlition to +he other power
Memory Controller {ocated 'Tn The shared suppl fes In the computer system. In some
memory chassls. The Shared Memory cases the shared memory chassis and power
Control ler actually arbitrates access to | suppl ies can not be configured In the
the shared memory bus on a cyclic same cablinetry as the computer system. An
rotating priority basis. Propagation additlonal cabinet has <o be added fto
delays on reads and writes of data in the house the shared memory system. Spares
shared memory area occur through each reguirements and system rellabillty of a
layer of hardware in this type of system. conventlional shared ~memory system are
As distance between +the -shared . memory ~‘affected because the power scurce, the
chassis and the nodes Is Increased then_ . _ chassis and +he shared memory module are
additional propagafion delays occur due typlcally uwncommen  wl+h +he rest of +he
to I1ne delays. computer systems hardware.

Compute hodes are granted access. to o . A sophisticated central clocking
the Shared Memory Bus by order of system Is required to synchronlze ail
priorlty. At the time of the start of the nodes connected to the conventional
grant eycle only those —nodes currantly shared memory system. A master clock Is
requesting shared data are serviced. Any . used to synchrontze atl The nodes'! maln
other requests to the Shared Memory Bus . busses as well as the Shared Memory Bus.
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This clocking system 1s necessary because

sach node In the system sees and treats
+he shared memory module as an axtension
of its own maln memory with full access
privileges.

The conventional shared memory
approach lends (ifself to many single
polnts of feilure. 1f & problem occurs
with the shared memory power supplies,
shared memory chassis, shared memory
module, or the shared memory coniroller
then, in ef fect all sharaed memary
operations with ail connected nodes are
jost. - MNew implementations of

intercomputer shared memory systems must

solve such problems.

&.Dual Ported Shared Memory Approach
{see flgure 2)

All nodes are connected by a high
speed 26 megabyte {MB)/sec Intercomputer
datal ink. The intercomputer datal Ink
consists of 32 blits of data, 24 bits of
address and confrol [lnes. Only wrlife
data within specified address regions Is
+ransmlitted out onte +he Intercomputer

datalink. Using 40 foot wcables, wrlitae
transactions can occur on the
intercomputer datal ink avery 159

nanoseconds (ns), @& rate which decreases
to 300as using 80 foot cables. The

& memory busy signal Is

intercomputer datalink Is not accessed by
read . Tnstructlons. Each node 1In the
system maintains 1ts own version of the
common database; therefore, all data
reads are local to each nodse's maln
memory. The key Ingrediant to the success
of the new shared memory approach Is - the

fact +that all read +traffic has been
removed from +the shared memory system.
Typical! simulation code = accesses the
varifable  date set located 1in shared
memory. &t a high rate per frame. There
are very few writes Into +the wvarlable
data set but, many reads of fthe common

data throughout each frame. The fact that

the read trafflc has been removed from
the shared memory system has Increased
overall effectlve bandw fdth of the
computer system.

High speed dual ported integrated
memory modules (DPIMM) are the key +to
the tightly - coupled shared menory

approach. DPIMM!'s are avallable In 2MB
and 8MB slzes. The memory modules are
internally ftwo-way interlieaved and can be
externally. Interieaved for effectlive 4-
way interieaving. Interleaving atfows
multiple memory accesses to occur before
raised on the
node. Part 0 ( node main bus interface )
operates a 26 MB/sec and port 1. {inter-
computer datalink interface ) operates at
26 MB/sec uslng 40 Foof cables and



DUAL PORTED MEMORY APPROACH

INTERCOMPUTER DATA LINK ( WRITE ONLY }

> 26 MB/SEC.
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13MB/sec using 80 foot cables. Each dual shared address ranges by [Inlttallzing

ported memory module has a 4 deep request
latch or port O which allows four memory

requests to occur before the memory busy
lines are ralsed. Port 1 has a 2 deep
request |atch.

Simul faneous 8cCces58s to tThe
lntercomputer datallnk are arbitrated on
a cyclic rotating priority basis. _Alf
requesting nodes are assured of getting

access to the intercomputer datal ink with

a worst case wait of (8) clock cycles.
This case would only occur 1If all nine
nodes request the intercomputer datalink
simul taneocusly. There are no cycles
skipped . if the requesting nodes are out
of priority order { node & -~ 8 }. In +the
case of simultaneocus requests, then node
0 is +he highest priority and noda 8 is
the lowest priority during that grant
cycle. A node Is granted access to +tThe
intercomputer datallnk every cliock +tic
during the grant cycle by order of
priority.

Writae Mopitor - The Wrlte Monitor sensas
each node's maln bus for address ranges
to be transmitied on +the intercomputer
datal ink. The Write Monitor senses writes
on the node's main bus Within a
preselected address range. The address
range Is dynamically control led by
software and the Write Monitor transmlits
the data ang address on to the
Intercomputer datallnk only It & write
cccurs within the preselected address
range. The MWrite Monltor - contalns a
first-In flrst-out (FIFO) buffer that can
queue up tc 64 Intercomputer datalink
wrilte requests. This allows +The local

node to continue processing and net walt
for the grant to  the Intercomputer
datalink.,. The Wrlte 'Monltor does not
occupy space In The node's maln card
cage. |t connects +to the system on the
back slde of the maln bus. Each rode in

This dual
be set +to

ported shared memory system can
monitor & different set of
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S ported

- external

each node's wrlite
difterent value.

control regisfer to a

Read Manitor = The
the Tintercomputer

Read Monltor ~senses
datallnk for - shared
data: +that falls within a preselected
address range. The address range is
dynamlcal ly controlled by sofiware and
the Réad Monitor writes the data Into the
second port of the Dual . Poried memory.
module only If the address Is within the
preselected address range. Each node in
the system has its own copy or & subsef
of the shared data based on +the Read
Monitor address range. The amount of the
shared data that 1s common with other
nedes Is software conflgurable ahd can
contaln overlap portlens with other rodes
in the system. The Read Monitor contalns
a first-In first-out (FIFO) buffer that
cah queaue up 64 memory write requests.
This allows the intercomputer datal Ink fo
continue processing other nodes requests.
The Read Monltor does not occupy space In
the node's main card cage. It connects to
the node on the back side of +he bus
directly behind +the DPIMM. This board
actual ly interfaces directly into port 1
of the Dual ported Memory module.

Intercomputer Datalink - Up To
nodes can be cannected on one
Intercomputer data!l Ink, each dalsy
chalned by *wisted pair, differential
ended cables. MInimum node I[ntercomputer
port hardware includes one {1) 2MB dual
memory wmodule, one (1} write
ona (1) read monlitor, and
cables. The intercomputer
capable of generating
Interrupts in +the event of
hardware fallures, Parlty errors, buffer
overflow conditlons, non-present memory
and error correction code (ecc) errors
all generate an external laterrupt which
can be monltored and serviced by
appl icatlon  software. This capablf ity
allows the user te . determine the

ning

monitor,
datal Ink
hardware is
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Integrity of +the intercomputer datal ink
during real time execution. if the
datalInk 1s fafling, +then an orderly
software shutdown can occur.

A high reflabllity option minimlzes
single point of failure In a tightly
coupled dual ported shared memory system.
All datalink - termination - clrcuitry as
well as the [ink arbitration clrcuitry Is
housed In & separate unit. This allows
power off malntenance for any node in the
system wlthout disrupting or causing data
loss on the Intercomputer datalink. The
dafalink is & passive |ink so that off-
[lne repalr of the Intercomputer port
hardware can be =eaccompllshed without
affecting the other nodes in the systen.

COMPUTER SYSTEM HARDWARE

With the divislen of the simulation
software Info multlple +tasks and +the
abil ity to execute them In a distributed
environment 1t 1s necessary +o change the

hardware from +he meonolithic processor -

approach to a muitiple processor approach
and stiil conslder the standard
requlirements of simulation, such as
smal ler footprint, Increasaed performance,
and lower cost.

To get from - here +o there you must
first fdentify fthe areas that don't fI1+
the new approach. - Starting with a baslc
system, as shown 1In figure 3, we see
that 1+ takes - at least - ten printed
circult boards plus memory and
Input/foutput (1/0)- devices to run +the
simplest of Jjobs. The traditional
archltecture of +the Central Processing
Unit (CPU) and the Floatling Point
Accelerator (FPA), though solld and well
estab| ished, required +too much <chassis
real estate. New requirements such as
Increased reliability, reduced cost, = and
more performance In less space have led
to a new design that requires only fwo
chassls slots, one- for the CPU and oRe
for +the FPA.

The .remalning boards, atl 1/0
processocrs, also needed to  be
incorporated Into a single PC board.
This goal was less concelivable, but

- nevertheless obtainable I the
applicatlen was Distrthuted Processing
using dlscless nodes or it /0

performance requirements were not a major
factor. Because Distributed Processing
was the farget appl lcation, redesign was
a reasonable gosal. Reduclng & ten board
basiec system +o a +three board baslc
system allowed for . redesigning and
repackaglng the system cabine¥. Memory
was also addressed by deslgning some of
the f{eatures of +fwo - standard memory
boards Into a sfingle board memory ‘and by
also adding a second port that coulid be
used by the new shared memory system.

Now comes +the questlon: -How do you
squeexe a three board sef, a two board
set, and flve 1/0  boards into three
single boards? Following Is a brief
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‘backpl ane slot. Utilizing

overvliew of the philosophy and ‘technique
used to develop system hardware to bulld
a tightly coupled distributed processing
system.

The CPU board set answer seemed to
lie In Custom CMGS Gate Array
Technology. WIth the reduction ratic of
3:1, development declided to start with
the 2 micron size arrays and attempted to

" squeeze the new design onto a ten layer

PC board, but wunknowns such as timing
probiems that required _a timing circult
external +te +the arrays ate up large
pleces of board real estate. Thus the
newsr 1.2 micron technology was used In
seme areas to meet the " physical
l1imitations of +the ten layer PC board.
in the pre~development stages, additional
functional Ity was added +o the project.
The new CPU wouid now contaln the
capabll ity to run  virtual memory
operating systems as well as real-time
memory operating systems. The resuit of
the new design was a sfngle ten~layer PC
board with a mixture of 2 micron and 1.2
micron Custom CMOS Gate Arrays that runs
beth real-time and v irtuai memory
operating systems, and uses about one-
third the power of its predecessor.

In parzallel with +the CPU design the
task of combIning flive [/0 processors
intfo a single PC board was undertaken.
Rather than risk a whole new system on a
single new form of technology, [t was
decided that the MultT-Function Processor
(MFP) should be designed from exlIsting,
+Ime-tested, standard technology that
engineering was more familltar with +than

. the Custom Gate Array technology, which

was used on the CPU. Preliminary layout
Indicated physical fimltations would
requlre the design to reside on one and
one-haif PC boards. However wlth the
availabll ity of connector plins on the
backplane that was belng used, the one-
half slze card could be a Device
fnterface (P1) card which would plug onto
the rear of the backplane in +he same
slot iocefion as the full size card:
thus, the two cards would only use one
AMDZ28116

technoiogy for the System Bus Interface,
Z80 and SCN268!1 DUART technology for the
asynchroncus sectlion, and Z80, NCR5386S8
and 8310 technelogy for the small
computer system interface {(S.C.8. 1.}
section resulted In a board set that s
compatible with the System Bus, has two
§.C.8.!1. ports for disc and tape, seven
asynchronous ports, one parallel printer
por¥ (Centronix or Bata Products
conflgurable), one console port, a reoal-
+ime ¢lock, an Interval timer, and twelve
external interrupts. All of this 1/0 was
routed on ten layer P.C. boards that use
only ore backplane slot and consume only
about half the power of the five
processors that they replaced. The CMOS
CPU and the Mylti-Functlon Processor were
designed in paralliel and were started
first because of Thelir high degree of
dlfficul+y. After +these projJects ware
well under way, +he redesign of fthe
Floating Pocint Acceslerator was started so



that Tts completlon would colincide _with
the other projects.

The redesign of a two board Floating
Polnt Accelerator +c a slingle board
Floating Point Accelerator util lzed

Surface Mount Technology (SMT) to slimply
reduce the . slze of the integrated
clrcuits that were currently belng wused
on the two board set. Use of SMT carried
with it the prerequisite of a new PF.C.
board. So & new Ten fayer P.C. board with
surface mounted c¢hips was designed and
buitt. The Implementation of +the SMT
board was a one-for-one repiacement of
+he previcus floating polint board set
wlthout attempting performance changes.

With a one—-for-ane, gate-for-gate
redesign tThe results would be morae
predictable and . much slmpler, plus the
same arithmetic accuracy would be
cbtainable. The floating point redesign
was completed in +twelve months, which

coinclded with the compietion of the CMOS
CPU and +the Multi-Furctlon Processor.
Now that the processors were completed T+
was time to add memory to the package fto
complete the board set.

To complete +he hardware package a
Dual - Ported Integrated Memory Medule
(DPI1MM)Y was added +o +the system. The
DPIMM as its name Implies, has two
access ports: one port Interfaces
the system bus and +the other port
interfaces with +the new Intercomputer
memory system. Deslgn features such as a
four deep request latch on port 0 and two
way on board [nterleaving give the Dual
Ported Memory performance +that Is equal
to or better +than two standard memory
modules. This memory board is discussed
fyrther 1o the YSHARED MEMORY HARDWARE"
sectlon.

the system board ceount
three and one half and
ported memory board we
now had the basic complement of boards
requlired for a stand-alone computer
system. This opened +the door for a
redesign of the system chassis slze from
a fourteen slot version to an eight slot
version. The elght slot chassis houses
+he three and one half boards plus a dual
| eaves

By reducing
from ten +to
Including a dual

ported memory board and stifl
§1f+y percent of the chassis for future
expansion. Mounting the eight slot

shassls verticaiiy In a 229" wide by 53¢
high cabinet allowed up *to four chassls
+o be mounted fn & single cablnef. The
power supplies were also mounted on a
vertical plate next to the chassis and
both the chassis and power supplies were
englineersad so that they could be weasliy
unbol fed &and sllid out for repalr or
replacement.

The modularity of +The chassis and
power supplies made the - system eoasily
configurable from one to four chassis In
from one to

a single cabinet or efght
chassis If +two <cablnets were bolted
tagether. This Electro-Mechanical pack-
age lent 1tselt well +to the closely
coupled dlstributed processing system

with _
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. need fto easlly

‘software, or

~task require It.
_control does away with a requirement for

that ~ was al so currently ynder

development. With the fronft to rear alir

flow and four chassls per cahlnet a host

cabinet and +two multi-chassis cabinets

could be bolted together to form a

nine processor distributed system in a

footprint of flive feet -two Inches wlde
by *three feet +two inches deep and four

feet seven inches high (5v4n X 3'2v ¥

4t7m) . See flgure 4. The new
packaglng shrinks +the footprint by 351
Sgq. Fi. by reducing ths number of
cabinets from nine to three.  The smaller
board compiement reduces | [fetime sparing
requirements --especlally when used In a
tightly coupled distributed_system where
all of +the basic boards are the same.
The lower power requirements of the
basic board set wlll Increase the
overall reliabillty of The system by
reducing frequency of fallures due to
excesslve heat bulld-up. The modul ar
approach w1l serve +two needs: 1)} the
expand a system, and 2}
the need to easily maintaln and service
the system. All of These _improvements
will be heneficfal In +the Simulatlon
Marketplace, -

SOFTWARE CONTROL

The connectlon of multiple computer
systems using the Tightly Coupled, Dual
Ported Memory approach requires a central
point of system contrel. Figure 5 deplcts

a Host and +two nodes fully configured
utilizing the dual ported memory
approach, 1/0 controliers would be added

based on slmulation reguirements. Node ©
(the Host) has control over al! other
remote nodes In this distributed computer
system. Each node Iin <+the system is
remotely bootstrap-loaded and recalves
zll contrel commands from Node Q. The

operating system executing In each node
must-be the same revision level as the
Host systam and retains. all the
capabl{ities of +the Host system. This
requirement is being mandated by

simulation Request for Proposals (RFPY's).
The remote - nodes do not require any
peripheral equipment to load and execute

The operating system, application
diagnostics. Peripheral
equipment Is supported on any nede In the
system should fhe specific simyl ation
The central point of

a console crt and a hard disc drive on
sach node in the sysfem Just to~ support
t+he bootsirap process. T

Operating system and simuiatlion code
loading takes place via the R§-232
Comtrol Link and the TIgh+ly Couplad Dual
Paorted Memory Link. All operating . system
features are avallable to each task In
every node I[n the system. Each node
supports and executes an I[ndependent copy
of the cperating system; therefore, all
appi Tcation code executlng 1In a node Is
fully supperted at the system servige
leval. Ful! operating system support
el Iminates +he need and overhead of
Tntercomputer operating system message

hardware ~
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sorvices over the Tightly Coupled Dual
Ported Memory Link. The operating system
that the appl Ication code executes under
tn real time must have the same support
as the operating system that the
application code was developed and
debugged under. A full complement of
hardware interfaces 1s supported by the
operating system executling in each node.
Each node In the system has the abillity
to perform 2l! 1/0 Independent of other
nodes In  the system. Appllication code
has direct access to any configured
hardware inferface; therefore, +he 1/0

ioad can be spread among 2!l nodes In the |
system. Any |/0 Interface can have direct -

memory access Inte +the area of memory
being shared by all processors 1In thse
system +thereby, providing all of tThe
simulation +tasks wIth access *to the
Tnput buffer.

The sottware system glves +the user
4he ability +to preselect and bulld =a
remote nodes operating system and ‘task

load on the Host system. Once a remote _

node Is loaded, the operating system can
activate all simutation tasks at system
start up. Memory dlsc suppert allows for
high speed task actlivations and high
speed disc 1/0 on & [imlted basis. A
memory disc Is defined +o an operating
system by configuring & portlon of maln
memcery to be formatted as a disc davice.
There are no rotational -or head seek
latenclies assoclated with a ram memory
disc. The memory disc Is |imited only by

the amount of physical memory In a node. .

All access and use of the memory disc Is
transparent to the simulation code and
the operating system sees and treats i+
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[1Tke any other disc deffned o the
system. |f the simulation requlires hard
discs on one or more remote nodes then
the ability +eo bootstrap +the nodée from
the hard disc Instead of the In-memory

disc is also supported. 1In fhis case tThe

memory disc would not be transferred to
the node during the bootstrap processs

Maln wmemory that would normally be

allocated by the memory disc would be
available for other uses In that node.

A sutte of software utillfles is
necessary for +the central! contro! of a
Tightliy : Coupled Digtributed Computer
System. All control, downlocading and
monltoring of the entlre system Is from
a single designated peint =-=--the Host.

- REMOTE BOOTSTRAP UTILITY -

The Remote Bootstrap Utillty Is
capable of bootstrapplng from 1 fo &
nodes from the Host system ( node 0 ).
This uttlity 1s controiled by a master
system definition flile. This flle defines
the node configurations of +he entire
system. The flle contalns Informatlion
defining each node's configuration to
Include: Node COperating System Image,
Node Memory Disc Ilmage, Control Link
Address, Memory Disc Device Address, efc.
The boot wutility executes automaetically
when the Host system is [nitialized but
can be Inhlblted from executing by
setting a system flag befors +the Host
system is activated. This feature
prevents other active nodes In the system
from being re-activated when +the Host
system Is restarted. The bootstrap
utiilty alse has the abil Ity To bootstrap
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all nodes or selective groups of nodes.In
the system. Selective groups of nodes can
be bootstrapped by wusing an alternate
control file wlth the remeote: bootstrap
utility. Selectively bootstrapping
Individual nodes does not effect the
operation of other nodes in the system.
The minimum hardware required to remotely
bootstrap a node Is a CPU, MFP (MultI

Functlon Processor), a dual ported memory -

module and Intercomputer datal ink
Interface beoards. Each remote node's
operating system image 1is bullt, tested
and saved on the Host system, using

. standard operatling system utilitles. All

operating system Inltlajlzation tasks as
well as user application tasks are built
Into memory disc Iimages for each ‘target
node In +the system. A standard set of
utilItles Is used to bulld and save the
memory dilsc Images Into standard dlsc
files on the Host system.

ERROR/MESSAGE MONITORING UTILITY

The Error/Message Monitoring Utillty
1s automatically actlivated on +the Host
system by +the Remote Bootstrap Utility
after the flrst nede In the system 1Is
inttial jzed. The monitoring util ity
executes only on +The ~Host system and
contlnually monltors the conscle port of
esach active node for operating system and

usaer generated ‘console messages. Any
system error or user generated message
sent to a node's console port wIill be

captured by the monitor and 1s retyped to
the Host console crt along wlith the node

. }Y.D. of +the message originater. In the

event of Host system fallure and restart
the utlli1+y can be re-actlvated manually
to contlnue monltoring all other active
nodes on the system. The wtlllty can
detect Control Link 1/0 errors. [ an RS-
232 Control Link_  error occurs, Then the
node 1s marked offlline fto all utllities
exacuting on the Host system. If a remote
nede halt condition is detected, then the
monitor prints t+he appropriate halt
message on the Host console crt-and marks
that node offllna. - To reestabl Tsh
communications over the Control Link or
to reactivate 2 node the Remote Bootstrap
Ut1li Tty must be executed.

FILE COPY UTILITY

The flle copy util ity executes on the
Host system and allows disc flle
transfers from tThe Host to any confligured
and actlve node or from any node back teo
the Host flle system. Disc flles being
transferred can reslde fn any volume and
directory on the Host or nodes flle
system. The «<copy wutlility signals the
target node via the RS-232 Contrel Llnk
and transfers +he disc files over +the
Intercomputer  datalink +thru a static
communicattons part!itlon. The utility
executes interactiveiy or In command | ine
mode. Interactively [+ .1s menu driven and
promp¥s the user for all necessary lInpuf
to comptete the file fransfer. in command
fiie mode all necessary Input 1s passed
to +the wtlllty as parameters -on The
command | ine. 1 f a parameter is
incorrect, the utility . will switch TInto
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interactive mode and begin prompting the
user for the nacessary Input to complete
the transfer. Simulation tasks or data
f1les carn be +transferred or retrieved
from the nodes by using this flle copy
uttlity.

REMOTE LOGIN UTILITY

The Resmote Login UtlTlity executes on
the Host system and prompts +the user
inttially for target node (.D.. 1+ “hen
astabl fshes communications with the
target node via the RS-232 Control _Link.
From any configured ferminal on the Host

system the user can remofely fogin (nto-

any active remote node 1n the system. The
user can execute commands +to determlne
the status of the node, directly execute
file system commands as well as other
system [evel commands.

Using the remote fogln utlllty there
are two methods of debugging user wriltten
hand!ers that resfde withln +he operating
system. With the eperating system
debugger the user can set break polnts
and stop wexecutfon of +the operating
system at any point. When the cperating
system halts at the set break polnt the
user can ‘begin dlisplaying registers,
changlng memory, displaying queues to
determine If his ceode Is operating
correctly. Additlonally, the user can
directiy enter Into the pane! mode on the
remote node +fo Halt the node and set
instruction stops, write stops or redd
stops and then release +the system to
continue to execute normally. When the
node encounters one of +the set ~stop
polnts, it halts and allows the user to
single step from +that point. -

The Remote Logln UTillty has the
abfl1ty 1o operate in-batch mode so that
a predetermined set of commands can be
bullt and executed from a single. command
file on the Host system. With one command
sequence the user can - transfer an
executable task *tc @a node and get It
activated by wusing the Remote  Copy
Util ity and the Remote Logln UtT1ity.

REMOTE STATYS UTILITY

The Remocte Status Util Ity is
Ini+ially menu driven and executes on the
Host system. [+ wuses only the RS-232
Control Link for communlications with the
target node. It provides +target node
operating system status and task
exacution status at a preselected
snapshot wupdate rate. All status Is
displayed at +he wuser terminal on ‘the
Host system. Any target node errors or
user generated console messages that
occur during the status wupdate are
captured and Immedlately redlsplayed on
the Host console c¢rt. The remete status
util ity provides operating system status
to Include: % CPU availlablitty, % 1PV
availability, $ memory avallabillty, 0.S.
Image name, Time of day, etec. The ‘task
execution status returned fncludes:
Taskname, Size, CPU & |IPU accunmulatsd
time, state, efc. The status Information
displayed by the uflilty . glves the user



detailed Informatlon about the conditlion
‘and current loading of the system during
realtime executifon. It can aiso be useful
in determining 1f a particular task Is
behaving correctly in the system or IJf
the task is 1In an abnormal queue or 1if

1f's usling an excessive amount of system
resources.
REMOTE COMMUNICATIONS UTILITY

The Remote Communicatlons Uttitty

resfdes In .memory of each active node In
the system. |+ Is autcmatically activated
by the remote node's cperating system at
bootstrap time but, 1T can be optionally
dlsabled. If disabled, the remote node
status and remote flle copy femtures are
not available. 1t communicates wlth Host
system utlllty programs uslpng the RS-232
Control Link as well as +the Tightly

Coupled, Dual Ported Memory Link. It
interprets opcodes it recelves from the
remete status and the remote copy

‘utilities and Interfaces with the remote
node's operating system and file system.

DIAGNOSTIC SOFTWARE-

All dlagnostics including a
dlagnostic executive supports a mul+ti-CPU
Tightly coupled environment. The
diagnostlics package down loads I+¥s
exacutive as well as specific dlagnostic
programs Intce a target node. All input

s directed o the
and al! dlagnostic

from the Host system
sejacted target nods
output Is redirected back to- the Host
system. The only peripheral devices
requlired on a node are those required by
the simulation tasks. No additicnal
peripheral equlpment is regulired to
execute the diagnosflcs on any
node in the system. All communlicatleons *to
and from +the nodes [s thru +he
Control Link and the Tightly Coupled,
Dual Ported Memeory Link. Diagrostics can
be executed on any standard supportaed
hardware product that Is properly
conflgured on a noede. Once a failure is
detected, and the repair has taken place,
t+hen all that remalns Ts to reinltlalize
the affected node using the remote
bootstrap util Ity. At this  polnt
appllcation software can be restarted and
11 can reestabl Ish communications with
other nodes In tThe system over the
Tightly Coupled, Dual Ported Memory Link.

CONCLUSICN

In the prevlous sectlons, the authors
have shown +tha use of new methods and
technologies for tightly coupl ing
multiple computer systems for flight
simulators. By wusing gate array and
surface mount technologies the computer
hardwere system has been reduced ta Just
a few boards. This has allowad smalier
system packaging and will drastically
reduce +the IT1fe c¢cycle costs of the
computer system. The conventional shared
memory hardware has been replaced with a
high-spead dual ported common memory

remote .

RS§=232 -

155

- Bould Inc. He holds a degree in

system. Central sofiware control-of thls
tightly coupled multiple computer system
gives +the  simulateor manufacturer the
flexabll Ity required fo conflgure todays
simul ator systems.

The solutlons arrived at have made it
possible *to attaln the high system

f1del ity required for flight simulation
using - a +tightly coupled, distributed
system.
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