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ABSTRACT

The Department of Defense (DoD) has many individual and crew trainers that provide
high-fidelity full- and part-task training for a specific element or subelement of its weapons
system. With the exception of the Simulation Network (SIMNET) suite of tank trainers,
most Dol trainers are not sufficiently interconnected 1o provide simulated battle environ-
ment tactical training. Recently, in workshops such as Standards for the Interoperability of
Delense Simulations, the DoD emphasized the necd for interoperable training ‘systems
across the Armed Services. To satisfy this demand. the DoD and industry are currently
working together to develop a real-time network protacol standard that has major impli-
cations on the development of future training systems. Network simulation is an innovative
and exciting solution to many training needs, which have a broad range of network require-
ments. The network requirements need to be specified for cach training application to
determine the implications of interoperable simulation.

This paper will define some network requircments for tactical training. We will first
discuss the user’s needs that we determined from our involvement with the Naval Training
Systems Center, the Project Manager of Training Devices, the Naval Oceans System
Center, the Naval Sea Systems Command, the Integrated Systems Test, and the curreat
standards process. - From the user’s needs, we will specify network requirements that
address the isstues of mediums, interfaces, bandwidths, costs, latencies, protocols, and
expansion. Finally, we will discuss our experience of integrating commercial technologies,
government standards, and university research inio a fietwork prototype to study the effects

of network simulation.

INTRODUCTION

In the past, the DoD simulators were buill to train a
studeni to use a particular. weapons system. The
student was usually a novice who needed (o understand
what the tactical equipment would be like before being
exposed to il. In order that the student wauld be prop-
erly prepared for using the actual equipment, the simu-
lators would be built to provide - as realistic
environment as possible.  But the cnvironment would
be limited in most cases o the functional training for
which the student was being avght. Thus, the simu-
lalor needed few external connections to other simula-
tors. To train at more than the functional level, there is
a need for an interconncction of these simulators o
provide the tactical environment.

After such functional simulalor training, the student
was then prepared 1o begin training on the actual hard-
ware. This training provided the student with the
capahility to vnderstand what to do in a tactical envi-
ronment with the complete tcam in< which the student
would be associated in a war-time siluation. This type
of iraining required operation of wvery complex and
expensive cquipment. Because of the complexity and
cost of the training, the number of hours thatl the
student could be exposed to tactical
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limited. Recently, cuts in the defense budget, as well as
environmental concerns, have placed even more pres-
sure on such t{raining. To enhance the fimiled training
on tactical hardware, the DoD wants to use simulation
as an additional means 1o prepare its forces for tactical

situations. )

Simulated tactical training provides the nccessary
audio, visual, communication, and psychological effects
that replicate the lactical environment to bhetter prepare
persoanel for- realistic tactical engagements. The two
possible solutions for providing simulaled tactical
training wouid be: 1) build one system that meets all
passible tactical situations, or 2) network many simu-
iation systems that satisfy different aspects of the tac-
tical situations to create a distriboted tactical trainer.
The cost of constructing several high-fidelily trainers to
mect all possible tactical situations would be unaccept-
ably high. Networking of simulators will provide a
low-cost solution to the DOD's training nceds. This
paper discusses some requirements and their possible
implementations {0 accomplish network simulation.

NETWORKED TRAINING SYSTEM

Networking technology has grown considerably in
the last J10 ycars and is an important clement ihat



enabled distributed tactical {raining to become a reality.
Network simulation provides the flexibility to crcate the
environment lor tactical training by interconnecting the
full set of components associated with taclical training.
Some of the components of a networked training system
include the map-in-the-loop simulators: semiautomated
forces (SAFOR); masier scenario consoles; clements of
the tactical, administrative, and logistics operations;
and the afler action review (AAR). Sec Figure t. Man-
in-the-loop simulators provide platforms for the student
to experience the tactical environment. These simula-
tors include aircraft cockpit trainers, armored vchicle
trainers, and combat controf simulators. The semiauto-
mated forces allow muliiple friendly and foe vehicles or
persons to be simulated and conirolled to provide an
augmented Blue Force or an opposing Red Force. The
AAR system, including its associated data recording
function, provides the ability, during and after a
training exercise, to review the training session and how
well the students implemenied the new doctrine, tactic,
weapon, vehicle, or training lesson. A network training
system integrates these components to provide the flexi-
bility and fidelity of tactical training. -

To accommodate the military’s diverse training envi-
ronment, many simulators with different functions and
capabilities, Jocated at diverse continental Uriled Stafes
{CONUS) and outside the continental United Stales
(DCONUS) sites, will need to be networked together.! In
addition, as the concept and value of networked simu-
lation expands and new simulators are conceived, inter-
connection of helerogencous systems of simulaiors will
be required. The committec [for the Standards for the
Interoperability of Defense Simufations (S1D%) is leading

the development of a standard apptication protocol to
ensure a homogeneous means of praviding information
between the heterogeneous systems.

Tactical lraining componenls will exist at various
sites throughout the world. To achieve the fargest
benefit at the lowest cost, the network system must be
able to interconnect simulators focated at individual
siles on & local area network (LANY, and must be able to
interconncet the -individual CONUS and QCONUS sites
by way of terresirial and sateflite wide arca networks
(WANs). The system will be required to provide inter-
conpection between both commercial and military nel-
works and their associated communication proticol
suites. For example, commercial open sysiems inter-
conniect (0S1) standard protocois may nead to communi-
cate with the military’s Link 11 protocol 1o irain using
antisubmarine warfare data. To provide these intercon-
ncctions, intelligent network interface units may need to
be developed.

The networked training system must provide real-
time communication of the necessary information
between all of the simulators to convey the audio,
visual, and psychologicai cffects of the tactical world.
Tn this area the critical element is not necessarily the
physical medism used, but rather the communication
pratocol suite selected.  The overhead, measured in
terms of protoco! data units (PDUS) exchanged, must be
minimized. - Current research is ongoing in both ) the
development of efTective. low overhead protocol imple-
mented in ihe traditional hardware and software parti-
tioning of the past, and 2) the development of very

Man-in-the-Loog
Simulator

I Visual

Digital] Application
Voice |Pronessing

Man-in-the-Loop
Simulator

Man=in=the-Loop
Simulatar

Surrogaiz Person of
SAFCR Simulator

Gateway

\\WAN—LHN

Briige/ Bridge/
After Gataway Galeway
Action
Review B
Figure 1. Networked Traming System
81



large scale integration (VLSI chip scts that will imple-
ment the [urctionality of multiplc layers of the ©St
model. The Xpress Transfer Protocol®, currently being
developed hy Dr. Greg Chesson al Protocol Engines
Inc., is the most advanced cxample of the sccond
research arca addressing real-lime communications.

The networked training sysiem must provide com-
munication methods that support simulated tactical
training. These communication™ methods include
connectioniess or datagram service and connection-
oriented service. The datagram service can be used
where the guarantee of message delivery is not required.
Much of the data passed belwecen simulators is repeated
ai either fixed or variable intervals of time. For these

cases where the loss of one packet of information is .

overcome by the receipt of the next or newer packet,
the minimum . bandwidth and delay nature of the
datagram service' is an ideal communication service.
There are other classes of message traffic where the
single PDU nature of a datagram or the uncertainty of
delivery cannot be tolerated and for these cases a
connection-oriented service is required. Initialization of
a iactical training simulator, or updates Lo the terrain
databases or to the simulator software arc specific
examples where a  connection-oriented  service is
required. The current SIMNET protocol incorporates a
transaction service that operates effectively as a selec-
tive responding broadcast service. In this service, the
originator designates a specific recipient for its message
who responds directly 1o the originator. Al other simu-
lators receive and process both the originators’ message
and Lhe recipients’ response message. The transaction
service provides the certainly of a connection-oriented
service along with the broadeast nature of dalagrams;
however, it docs not require the creation and deletion of
a communication session. Setiing up the initial condi-
tions for an exercise is a typical exampic of the necd for
Lhis type of service. The master controller needs the
assurance thal the activated vehicle simulaior received
its initialization commands and data, and all other
vehictes on the netwark were made aware of the pres-
ence of the new vehicle.

The physical network must provide adequate band-
width with an acceptable bit-error rate (o communicate
the necessary information without undue frame loss or
frame repetition, The requirements in this arca seem to
break out according to whether it is a LAN or WAN
requirement.  For LANs, in keeping with the low-cost
nature of the networked training system, commercially
available LAN physical media should be used rather
than attempting to fund the development of physical
media with some trainer-specific combination of band-
width and error rate. The commercially available
cthernet, 4- or 16-megabit token ring, R0-megabit
Proteon, or the forlhcoming American: National Stand-
ards Institute (ANST) 100-megabit fiber-distributed data

® Xprese Transfer Protocol is a registered trademark of Prolocof Iigines Inc,

interface (DD have bandwidlh and error rates that
more than satisfy specific tactical training requirements.
It will be most beneficial in terms of commonality of
components and reduction in gateway processing if all
simulators at a given site are interconnccted by a
common physical media. )

For the WAN that jnterconnects multiple LLAN-based
tactical training simulation systems, there are cost
trade-offs to be made in the selection of bandwidihs
and error rate. There is no requirement that 3 WAN
interconnecting. two sites have the same bandwidth as
the LANs. Modeling and analysis can be effectively
used to cvaluate the complexity and cost of a

LAN-to-WAN gateway as a function of the WAN band-

width and error rate. -

Bandwidth must be viewed as a resource of the net-
worked iraining system and as such requires careful
engineering to ensure that the available bandwidth of
today is not consumed completely when a new clement
of the networked training componeni is brought into
the system. For example, a vehicle position prediction
mecthod, such as the SIMNET dead reckoning algorithm,
¢an be uvsed to reduce the required bandwidih by not
requiring network updates each time changes occur to a
vehicle’s position. Using a position prediction tech-
nique also provides an update mechanism in cases
when a broadcast packet is lost or corrupted. Associ-
ated with the use of position prediction techniques is a
requirement to be able to dynamically adjust the value
of the crror thresholds of a new position PRU. Aircraft
tactical simulators require significanily smaller _thresh-
olds than armored vehicle simulators; however, it will
not be uncommon to have these two types of vehicles
participating in the same tactical exercise. As such, the
nelwork must provide a means to update the dead reck-
oning algorithm error thresholds between pairs of
vehicle simulafors, and provide a means to accommo-
date overlapping or conflicting threshold changes.

The networked training system must provide a
means for each simulator to compensate for the com-
munication delays in the system. As the cxtent of the

-neiworked -training system expands, the magnitude of

the delays will similarly expand. These delays can sig-
nificantly affect tactical training in areas such as close
Tormation flying, and in the rcalistic determination of
weapon fire impact on 2 target. Dr. Amnon Katz pro-
posed in one of the workshops associated with the
standards activity an-absolute time-stamp mechanism
that would be applicable for CONUS-based simulators.?
An absolute time stamp would be transmitted in each
PDU containing dynamic information allowing each
receiving simulator to extrapolate the data over the
delay period between when the data -was transmitied
and when it was received and processed.



The network training system must be able 1o support
multiple training scenarios that may be conducted con-
currently at local iraining sites or by way of intercon-
nected training sites. Simulators at different sites may
be pari of the same unit in a training exercise or they
may be participating in multiple exercises over the WAN
interconnections. The configuration of the iraining sce-

nario should be considered to optimize the effectiveness”

of the networked training system. For ckample, mul-
tiple fixed-wing aireraft flying in formation may need to
be located at one site to avoid the inherent delays
created by the WAN. But another group of aireraft that
is not part of that winged configuration may not need
to be located at the same site in order to suppoert the
iraining activity.

Additional arcas where requirements are just hegin-
ning to cmerge are in the communication af
electromagnetic effects, packetized voice, environmentat
effects, and enhanced scenario control.  The use of
electromagnetic lumination varies significanily among
the services, and the communication services and PDU
requirements are just beginning to bc enumecrated. The
quality of tactical radio netwark communications has a
definite affect on the training Process. With the
increasing availabilily of incxpensive
processors (NS it will be possible to provide distance
and obstruction effecis on the received netwoerk chan-
nels provided that the data is in an acceptable format
for processing by a DIr. The ability lo create real-time
environmental elfecis such as clouds, morning fog, rain,
and snow in segments of the gaming arca will serve to
enhance the quality of the training session and will
more closely simulate the real world eavironment. The
creation and control of environmental effects as well as
the slart, stop, reset, and return to a specific fime of an
exercise are all control measures associated with a
training exercise. The ability to perform these controd
measures in a vetworked training system distributed
over many sites requires additional investigation.

The networked training system has many diverse
network requirements from the application TDUS
needed to communicate the information among simula-
tors 1o the protocol suites necded to provide communi-
cation functions between the simulators on various
networks. Using the SIMNET application PPRUs as a
baseline, the committee for the $INS is determining
standard application PUs for tactical training.

APPLICATION PROTOCOL

Since the simulators must be abkle to interact as reak
istically as possible, the network must provide real-time
communication of the necessary information betwceen
the simulators to provide the effects of the battle envi-
ronment to the student. This is the heart of the
network simulation requirements.  The networked
system must provide the media, protocols, and inter-

digital signal -
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faces to distribute the information in a method in which
all of the simulators can communicate the Lactn,al
training situations.

Through the Defense Advance Rescarch Projects
Agency's (DARPA) SIMNET program, Bolt Beranck and
Newman, Inc. (BBN) researched many of the issues con-
cerning this requirement. Under this rescarch, BBN
developed 1} the SIMNET protocol that handled the
communication of the information, 2) the databases
that provided- the simulators a homageneous platform
under which to understand the information, and 3) the
simulators that provided the cffects of the information
to the student. Even though the issucs concerning the
databases and the simuiators are very important to the
complete system, they are beyond the scope of this
paper.

The SIMNET protocol consists of 1) an application
protocol that provides communigations between the
simulatars, and 2) the profocol suile to communicate
the information across the nelwork. In the conferences
on $IDS, the committee is using SIMNIT as a baseline to
determine a standard appiication protacot for interoper-
able simulation. As shown in Figure 2, SIMNET'S
application protocol consists of two sublayers that are
the simulation protocol and data collection protocol in
one sublayer, and the association protecol in the other
sublayer. The association protocol provides the means
of communicating the simulated world, contained in the
simulation PDU, between simulators,

Simuiation and Data Collection PDU

Ver!Protoco] Kind|Exercise ID|G0iData

Association PDU

Ver|Kind Protocol IC|Addy|Data

Length|Group ID

Figure 2. SIMNET's Application Protocels

In communicating the information of the simulated
world, the SIMNET simulation protocol provides scrvices
to initialize or withdraw vehicles for an excrcise,
describe the appearance of vehicles, identify firing and
impact of projectiles, and provide supplies and repairs
hetween vehicles. The simuiation PDUs contain both
static and dynamic information fields. The static infor-

mation is most often used when a change in the statc of

the simulated world’s configuration occurs, that s,
injtialization. Once the static information has been
used Lo delineate a particular vehicle, the vehicie iden-
tification (T can be used to index the capabilities of
the vehicle that exists in the daiabase. The vehicle 1D
distingujshes the site, host compuler, and particular
vehicle among all others in an exercise. "After initializé-
tion occurs, the simulators only necd lo communicate



“dynamic information—referenced to the vehicke 1I—to
accurately depict the simulated world. The static and
dynamic information is vsed in a particular architecture
te ensure the communication of the simulated world.?

As mentioned, the association protocol provides
communication services o support the simulation pro-
tocol.  In essence, the association protocol provides the
common application service elemenis to communicate
between simulators. The association protocol provides

a datagram service and a transaction service for the .

simulation protocol to communicate between simula-
tors.. The datagram service is a nonconflirmed service
that is used to transfer data in a point-to-multipoint
configuration using a multicast address, The datagram
service is used to communicate appearance PDUS that
update the state of the vehicles during an exercise. The
-transaction service is a confirmed service communi-
cating a message from the originator to a designated
recipient that must confirm its reception of the message,
while the originalor's and recipient’s messages are
broadcasted to the other simulators (sece Figure 3).
The transaction service can be thought of as an
acknowledged broadcast service.- The . transaction
service is used for the activation of a new vehicle.
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Console
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Figure 3. SIMNET's Simulator Activation

All of the existing vehicles reccive. the information
that describes the newly activated vehicle. Since the
appearance MDUs contain the static information to fully
describe the vehicles, the newly activated vehicle learns
of the existing simulated world by recciving the appear-
ance PDUs that are broadcast from all other vehicles at
a required minimum update rate,

Another method of communicating the simulated
world would be for the appearance PDUS to only
contain changes to the vehicle’s appearance. This alter-
native uses the same method of initializing the pew
vehicle {o the cxisting vehicles on the network. But
instcad of requiring static information in the appear-
ance PDUSs {o bring the new wvchicle to the existing
training state, this melhod uses a connection-orierted

service to bring the pew vehicle Lo the current status
{scc Figure 4). Since this method requires the appear-
ance PDUs to contain only dynamic information, the

appearance PDUs can be reduced by more than 20%.
Although this method requires an additional connection
service  for reconfiguration, it can be assumed that
recoitfiguration does not happen with great frequency
during a simuiation exercise. Also, reconfiguration can
be performed within an allotted amount of time to
ensure no overloading of the network. To determine
which method produces the best performance results for
the networked system, the lwo methods must be com-
pared using some modeling techniques and tested on a

“network testbed that can demonstrate the two mcthods

in a distributed training application.
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Figure 4. Alternate Simulator Activation

PROTOCOL SUITE IMPLICATIONS

The current standards process for interoperable sim-
ulation is concerned with standardizing an application
protocol, which is defined as the sevenih layer in the
International Standards Organization (I180y 08I refer-
ence model. The seven layers of the ISC OSI network

architecture arc from top to boitom: application, pres-
entation, session, transport, network, data link, and

physical. Each layer provides a function that the upper
layers can usc to communicate informationi across ihe
network. Between each pair of adjacent layers there is
an interface that defines services that the lower layer
offers the upper layers. The set of fayers and protocols
is called the protocol suite, The functions provided aré:

Application Provides inlerface between a user
and a network architecture.
Presentation Provides the data syntax independ-
) cnily of Lhe application processing.
Session Organizes or synchronizes the con-
versations between applications.
Transport Provides transparent and reliable

transfer of data.




Data link Provides reliable transfer of data
across the physical link.

Physical Provides the mechanical, electrical,
functional, and procedurat charac-
teristics to communicate the data.

Network Provides upper layers with inde-

pendence from the data transmission
functions such as routing.

Even lhough the standards process is determining
the application layer and not ithe protocel suite for
interoperable simulation, some significant consider-
ations should be noted on the usefulness of each layer
for interconnecting between multiple networked training
systems. For a distributed training system, the main
objective is 1o communicate the data as quickly as pos-
sible to minimize latency effects on the training. Thus,
in general, the network archilectures for interoperable
simulation will consist of the minimum amount of
layers needed to provide the required communication
functions for interconnecting the distributed simulators.
Also, when trying :to:interconnect different distributed
training systems (that is, battle force in-port training
[BFTI] and close combat tactical trainer [CCTT]), com-
munication between different network architecturcs will
be an important design issue.

To allow two distributed {raining systems to commu-
nicate with incompatible protocols, intelligent gateways
are required. The function of the gateway is to convert
packets from one protocol to another; however, the con-
version process can be time consuming, and it is a
potentially significant facior in message latency. The
complexity of the gatcway is dependent on the protocol
suite to which the gateway is specified to interconnect.
Since the network layer of the 180 0571 reference model
provides the routing function, gateway implementation
is usually performed at the network layer. Currently,
the SIMNET protocol interfaces to the data media access
control sublayer of the data link layer of ethernet. The
current. SIMNET protocol suite does not contain a
network layver, resulting in a potentially more complex
gateway to perform the interconnection between the
SIMNET protocol suite and future protocol suiles of
network training svstems. By specifying a standardized
protocol suite, the DoD would have some control over
the complexity of interconnecting the systems.

Currently, the government has standardized a pro-
tocol suite called Government Open System Intercon-
nect Profile (GOSIP).
protocol suite will be mandatory for all federal pro-
grams, both DoD and non-DoD, uniess an exemption is
granted for a particular application for which the pro-
tocol suite is not acceptable. An example of an
exempted application is mission-critical applications like
the U.S. Navy programs supported by the SAFENGT
protocol suite. The current standards process for inter-
operable simulation must either conform to GOSIP or

Beginning 135 August 1990, this
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- Figure 6. 1SO OSI Layered Architccture

evaluate its usefulness and justify why it would not be
an appropriale standard for networked simulation.
Figure 5 shows an example of GOSIP-compliant proto-
cols as defined by TIPS publication 146,

150 Lavers - GOSIP-Compliant Protocols
Application X. 400
Presentation X.400
Session Section 5.6, FIPS PUB 146
Transport TP4
Network CLNP
Data Link
- LLC 802.2 _
MaC 802.3, B8G2.4, B02.5
8802/3, 8802/4, 8862/5

Physical

Figure 5. .GOSIP-Compliant Protocols

Referencing the 150 OSI layerod architecture (see
Figure 6), the protocols in each of the layers in
Figure 5 communicate with the protocols in the adja-
cent layers through interfaces. As mentioned, interfaces
define services that the lower layers offer the upper
layers. The interfaces acl as access points between
adjacent layers. For example, a2 media access control
(MAC) sublaver provides the interface between the
logical link sublayer and the physical layer. The phys-
ical layer provides actual communications and the
upper layers provide virtual communications between
the machines. During transmission, the upper layer
adds a header containing control information used by a
protocol at each respective layer to the message (M). At
the tecetving node, the headers are stripped off as the
message is moved up the layers. The headers for Lhe
layers in Figure 6 do not reach Lhe upper layer. The
hcaders contain service access points (SAPs) t(hat
provide a link between the lower and upper layer. “This
method means that tke layers of 2 protocol suite on
one node communicate with like layers of the same pro-
tocol suite on another node.

Application M

6/7 interface
Presentation PHIM

5/6 interface
Session SH|PH M

475 interface
Transport TH{SH|PH M

3/4 interface
Metwork NH|TH[SHi{PHIM

Z2/3 interface
Data Link DH|HH|{TH|SH|PH|M

1/2 interface
Physical PHIDH[NH|TH{SH|PHIM

Physical Medium




In comparison to the IS0 OSI network architecture,
the current SIMNET protocol consists of an application
layer protocol on top of a MAC sublayer protocol (sce
Figure 7). The association protocol [ies directly on top
of the ethernet protocol, which lies in the MAC sublayer
of the ISO O8I data link layer. For the current SIMNET
protocol suite to be GOSIP-compliant, il would have to
have its application Jayer protocol accepled into GOSIP,
and include GOSIP-compliant protocols for the logical
link, nelwork, transport, session, and presentation

_ layers or obtain an exemption for those layers. [f all of

those layers are nulled for a fast protocol suite, the
SIMNET protocol suite would not be able to take advan-
tage of the many commercial producis that support
interconnection according to the IS0 O8I network archi-
tecture.

150 0SI Lavers SIMNET Protocel Suite

Simulation/Data Collection
Association Protocol

Application.

Data Link
MAC sublayer

Figure 7. SIMNET Protocol Suite

Ethernet

The Institute of Electrical and Electronics Engineérs
(ICCH)  Project 802 has been working actively on the
development of a local network standard. While
working in the botiom two layers—physical and dala
link—Project 802 has divided the data [link layer inte
the logical link control (1LC) sublayer, responsible for
the usual link control and legical connection, and helow
it, the MAC sublayer, concerned with a station’s phys-
ical access to the link. As noted, SIMNET only uses the
MAC sublayer. The LLC provides a uniform data link
service to the next layer, so that the upper layer is not
affected by the distinctions among the different LAN
types. For example, the 802.2 LCC layer uses a concept
known as link service access point (ISAP) to provide
SAPs from the MAC sublayer to the network layer (sce
Figure 8).

DSAP SSAP Control

Figure 8. IEEE §02.2 LSAP

Because of the growing number of applications using
IFER 802, including GQSIP, as lower layers, an extension

was made to the IEEE 802.2 protocol in the form of the -

subnetwork access protocol (SNAPY. 1t is an extension
to the LSAP header 1o accommodate the growing
number of applications using IBEE B02Z, and ils use is
indicated by the vatue 170 in hoth the SSAP and DSAP
fields of the LSAP frame {see Figure 9). Many LANs
include the LLC functions on the T AN adapter interface
card. Also, the Consultative Committee on Interna-
tional Telephone and Telegraph (CCUTT), 18O, ANSE, and

Projecl Standard to X.25, which would provide a
homogencous galeway sofution to the problem of
linking and interfacing LANs with WANs.

DSAP=170 | 3SAP=170 [ Control

2 hytes

Figure 9. IEEL 802.2. SNADP

‘There are commercial bridges that interface the MAC
header of onc LAN to the LLC header of a different
LLAN. For example, IBM has a LAN bridge (8209) to
perform a teken ring with the LLC sublayer to ethernet
without the LLC sublayer conversion and vice versa. In
the conversion, the routing information (RN and the
destination service access point (DSAP), source service
access point (8SAP), control (CONT), and protocol 1D
contained in the SNAP header are cxtracted from the
token-ring frame and discarded. The destination
address (DA}, source address (SA), and information
fields (TYPE and INFQ) are copied into an ethernet
frame and sent to the ethernet LAN,

In the conversion from-an ethernet frame to token-
ring frame, DA, SA, and information fields are copied
into the respective fields of a token-ring frame. The
IBEM 8209 then reirieves the gource routing information
associated with the token-ring destination address and
inserts these fields and the fixed hexadecimal values AA
AA 03 00 00 09 (SNAP header) representing the DSAPD,
SsAP, contiol and protocol ID fields into the frame,
before sending the frame to-the token-ring T.AN.  As
scen from the implementation of IBM's 8209, routing
information is lost when bridging between the 8(2.2
11C header and the ethernet MAC header and back (see
Figure 10).*

Token-Ring Frame Format

SSA?lE?NT

Insert/
Discard

ISD|AC FC’DR|SA RI|¥)SAP : FCSlEDiFSl

P_ID TYPEI]NFU

|PEEAMBLE|DA|SA TYPEIINFO|FCS|

Ethernet Frame Format
Figure 10. Token Ring to Ethernet Conversion

“Although the 8209 LAN bridge performs a conver-
sion between token ring with an LLC sublayer and
cthernet without an LLC sublayer, we are unsure
whether there are commercially available bridging pro-
ducts for all other standard networks, present and
future. By providing an LLC header requirement in the
futurc standardization process for interoperable simu-
lation, the training application standard protocol can

- use standards specified by. Project 802, Also, the LLC

IEFT are studying a proposal of adding the IGEE .
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header provides functions that are very useful to the
distributed training application. For instance, the

-reeeiving simulator could check the LLC DSAD to see



which applicalion PDU is being sent, and filter frames
of information, if the L1.C is on the adapter, before they
are accepted by the host processor. This filtering could
alleviate processing by host simulators and gateways.
The effects of the additional latency by the 1.L.C sub-
layer should be nominal. Thus, the L1.C sublayer can
provide an fmportanl filtering capability, cnsure that
commerciaily available bridges and gateways interface
future network architectures, and does not detri-
mentally degrade the performance of the network for
distributed training.

This paper justified the need for the 802.2 LLC sub-
layer to be included into the SIMNET protocol suite.,
Even though a similar justificalion could possibly be
made for other GOSIP-compliant protocols, we have
concluded that further research into using particular
IS0 081 layers for. interoperable simulation should be
performed. To determine the effects of protocol suites
on interoperable simulation, a testbed that contains the
protocols of the 150 08I jayers could be used to demon-
strate performances betwcen simulators. From this
information, the DoD and industry can make educated
decisions regarding the usc of protocol sujtes for inter-
operable simulation.

SUMMARY

The objective of a nelworked training syslem is to
communicate the necessary information as quickly as
possible between the simulators that provide the effects
of the battle cnvironment to the traince. This requires
real-timre networking of heterogencous systems that are
distributed across the world. To create a homogeneous
environment for the simulators to communicate, the
netwarked training system requires a standard applica-

tion protocol that is currently being addressed by the
§ITys. To ensure the necessary communication functions

between simulation systems, the training community
must address the wvirtual communications of the net-
worked training sysiem by researching protocel suites.
FErom this, it can be determined il the {uture networked
training systems can comply with GOSIP.
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