Application of FDDI/XTP Network Protocois
to Distributed Simulation

M. Bassiouni
Dept. of Computer Science

J. Thompson

Inst. for Simulation and Training

University of Central Florida
Orlando, FL 32816 USA

Abstract

Recent breakthroughs in commiunications technology have led to the
emergence of new netwerk protocols with unprecedented high speeds. -
Two such protocols are the Fiber Distributed Data Interface (FDDI) and the
eXpress Transmissicn Protocol (XTP). In this paper , we present the
results of an ongoing performance evaluation: project to. study/assess the
evolution of real-time training networks (e.g., SIMNET) to FDDI! and XTP.
Both the long-range .and short-range design policies for the integration of
these -high speed protocols into simulation networks are considered.
Gatewaying methods specially tailored for FDD| backbones connecting
multiple local-area “simulation networks are discussed. The implications
of the results and the insight gained from our project for improving the
networking of real-time simulators are discussed.

Introduction

The advent of direct computer-to-computer

communications (compuier networks) opened -

the possibility of interconnecting different
types of computer based systems. Distributed
simulation is an excellent. example which
manifests the importance and benefits of the

netwarking technology to real-time systems.

Today, there is major emphasis being placed

on the development of efficient netwarkable -
In this
implies that

simulation and training systems. .
context, the term networkable

each simulator is capable of communicating

. {transmitting and receiving), in real-time,
information relative .io the simulated exercise

Teday, there is major emphasis being placed
on the development of efficient networkable
simulation- and training systems. In this
context, the term networkable
each simulator is capable of communicating
{transmitiing and -receiving),  in
information relative to the simulated exercise
which can be understood by other networkable
davices tied to the network, thus allowing for
. fast interaction- among the simulation devices.

First generation networks in the field of
simulation and fraining (such as the ETHERNET

implies that

real-time, -

LAN used in the networking of SIMNET devices) -
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have

certainly served admirably and
demonstrated the .legitimacy of networking
for group training. But the need for a second
generation network (such as: FDDI) to support
distributed simulation is now rapidly
emerging and is becoming more critical as
new improvements are put inio Use on today's
simulation and training devices. In fact, the
continuous effort and ongoing - intensive
research to attain higher and higher levels of
performance for networkable simulation
systems (e.g., increasing the number of
devices tied to the network, decreasing
network delays to improve fidelity,
incorporating real-time voice transmission,
mandating stringent measures {o- énsure
interoperability, etc.) have led many experis
o the realization that the availability of high
speed network protocols will be an absolute
necessity for the continuous growth and the
sugcessful evolution of networkable
simulation systems.

In this paper, the application of the FDDI
and XTP protocols to distributed simulation is
examined. FDDI [8, 7] is a high bandwidth (100
Mbits/sec) general-purpose Iocal-area-
network (LAN} that uses fiber optics as its
transmission medium. lts architecture is”




primarily a token-passing, dual (counter
rotating) ring configuration which is capable
of connecting 1000 physical connections on a
total fiber path of 200 kilometers.
consists of the following entities:

1) A Physical Layer (PHY) [1] which f{uifills

the medium, optical bypassing, connectors,

and drivers/receivers requirements.
2) A Data Link Layer (DLL) that is divided
into two sublayers: i) A Media Access
Control (MAC) [2i which implements the
token-based algorithm for access to the
transmission medium, and ii) A Logical
Link Contral (LLC) which provides the
required interfacing to the Network iayer
running on top of FDDI.
3) A Station Management (SMT) function [3]
which provides the control services
required for station initialization,
isolation and recovery, and scheduling
procedures,

XTP [9]
designed to meet the reguirementis of real-
time applications. The protocal is
implemented in VLS| using a smail number of
chips, and has g sustained transfer rate of
100 Mbits/sec (scaleable to 1 Gbits/sec).
Some of the functions provided by XTP: include:
stream services (connect, discennect, send,
receive), real-time datagram services,
and error control, delivery confirmation, and
- reliable multicasting. XTP contains functions
corresponding to OSI layers 3 and 4, and is
expected to become one of the best choices
for the implementation of layers 3 and 4 in
FDDi-based real-iime networks.

The Institute for Simulation and Training
{IST) at the University of Central Florida has

established .a Network and Communications -

. Laboratory dedicated to periorming research
for the purpose of enhancing the networking
capabilities of real-time networked
simulation systems. This [aboratory houses a
number of real-time networkable simulators
and is the center of several
activities dealing with different aspecis of
real-time networked simulation. In this
paper, we report on the findings of an ongoing
project focusing on the application of high
speed network protocols (e.g., FDDI and XTF} to
distributed simulation. - The implications of
the results of our study and the insighi gained
from our research for improving real-time
simulation networking are discussed.

FbDY -

fault -

is a lightweight transport protocel '

flow -

research

- The Network System Configuration

- in the transmission medium.

‘The architecture of FDDI specifies .a dual
(counter rotating) -tcken ring configuration
that provides point-to-peint connections
between every pair of adjacent nodes on the
ring. In normal operation, data frames
circulate between the nodes using a single
ring. - The purpose of the dual ring is to
gracefully recover from failures due to breaks
Such: breaks .

- would render a single ring useless, but can be

easily handled in a dual counter-rotating ring.
This is done by simply reconfiguring the

- network using - the redundant ring to isclate

the fault. In this paper, we concenirate on
evaluating the performance of FDD! during
normal operation; the aspect of error recovery
will not be discussed.

Figure 1 shows a typical FDDI configuration
that might be wused to connect real-time
simulation devices. Stations (i.e., simulators)
are shown as nodes and connected in the form
of a loop. Normally each simulater will be

directly attached to the ring, but FDDI also
allows the use of congentrators which can
connect a number of stations to the ring. In
simulation networks, these . concentrators
might be used to connect either a group of
nodes which belong to the management and
contrel of the training exercise, or to connect

- a group of regular nodes that are physically

. repeating . it

located near each other.

Access fo the physical medium is
controlled by passing a token around the FDDI
ring. The token gives the station which
receives it the opportunity to transmii a
frame of data (or a sequence of frames) onto
the ring. If a station wants to fransmit data,
it first strips the token from the ring (by not.
to  the downstream station}.
After transmission of its eligible -queued
frames, the station issues a new token and
transmits it onto the ring. Stations that are
not transmitting merely repeat the incoming
frame siream. A circulating frame is removed

- from the ring when it is received by the
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station that originated it, i.e., a station does
not repeat its own frames.

The configuration shown in Figure 1
represents a second generation solution for
simulation. networks since it requires that all
simulators be equipped with FDDI interfacing
and FDDI ring attachments. This means that
existing networkable simulators (normally
equipped with ETHERNET interfaces) would



p

node 1 node 2 “ concentrptor
FDDI ring node 6
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4 “
Fig. 1 An example of FDDI topology
have to undergo both software and hardware i) Synchronous: this class of service

modifications in order to adapt to the FDODI
technology. Fortunately, a short-term
solution is possible and is quite suitable for
the application of FDDI technoiogy to existing
simulation devices. Oue to its high speed and
its strict adherence to the OSI standards, FDDI
is expected to be remarkably successful when
used as a backbone [8] to connect standard

(slower) LANs (e.g., the 10 Mbiis/sec
ETHERNET [4], the 4 Mbits/sec and the 16
Mbits/sec token ring [5]}. Figure 2 shows an
FDD! backbone configuration that connecls
two ETHERNET (IEEE 802.3) and iwo token-
ring (IEEE 802.5) standard neiworks via
special gateways. Existing simulators can be
connected to the standard LANs, while newly
developed (FDDI-based) simulators can be
connected to the FDDI ring either directly or
through concentrators. The design of the
special gateways shown in Figure 2 will be
briefly discussed at the end of this paper.

FDDI Access Protocol

FDDI uses a fimed token rofation proiccol
that dynamically -adjusts the amount of data
which can be transmiited by a node during
sach token rotation. The protocol supporis
two major classes of services:

s used for the fransmission of information
requiring real-time processing (e.g., reai-
fime voice transmission). The synchronous
bandwidth for each station is pre-allocated

{(via the SMT) during the initialization of

the ring.

ii) ‘Asynchronous: this class of
service is used for applications whose
response .time requirements are less
critical (e.g., interactive applications with
bursty traffic). Asynchronous bandwidth is
instantaneously allocated: from the unused
“or non-allocated portion of LAN bandwidth.

When a station captures the ioken, it
transmits the pending synchronous frames (if
any) without exceeding its pre-allocated
synchronous bandwidth. A station may also

transmit asynchronous frames if the response
time requirements of synchronous data during
the last token rotation have been satisfied
{as will be shortly explained).

FDD! - Timers and Counters
The implementation of the FDDI media

access protocol is accomplished via a set of
timers and counters that are used to control

. the transmission of data frames. The
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Fig. 2 An FDDI Backbone.

foliowing are the
maintained (locally)
network.

important timers/cotnters
by  each node :on the

» Token-Rotation Timer (TRT): this timer is
used to control the station's access to the
network. TRT is initialized to TTRT (the
target .token  rotation. time). negotiated
during the initialization of the ring. The
value of TRT is reset to TTRT whenever the
token arrives to the station or when TRT

. expires {after TTRT units of time). In the
[atter case, the counter Late Ct is
incremented by one.

« late Ct: is a counter used to indicate the
number of times the timer TRT has expired
since the token was last received by this
station. Late_CT is initialized to zero and
is ingcremented each time TRT expires.
When the station receives the token,
Late Ci is reset to zerp and TRT is reset to
TTRT.

+« Token-Holding Timer (THT): this timer is
used to control the amount of asynchronous
data that can be transmitted. When the
station receives the token, the value of THT
is initialized to the current value of TRT
and TRT is then reset to TTRT.
Asynchronous data may be transmiited by

the- station if the value of THT Js less than
the priority threshold value of the pending
- asynchronous frame(s}.

-Network Operation

A token arriving at a given station is

“considered to be an earfy foken if Late Ct = 0

and the value of TRT at this station is less
than the ({global) target token rotation .time
TTRT. Otherwise, the token is considered to be
a late token. Thus, if Late_Ct is not zero
when a station receives the token, the station
concludes that the token has failed to
circulate (in its last rotation) within the time
allotted by the constraints imposed by
synchronous traffic.

The high level FDDI access protoco! can be
simply described as follows. A token arriving

‘before TRT reaches TTRT (i.e., an early token)
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can be used for both synchrenous and
asynchronous transmissions. A token arriving
after TRT reaches TTRT (i.e., a late token) can
be used only for synchronous transmission.
The status of the token is dynamically
adjusted in each station based on the token's
most recent rotation.



. Asynchronous bandwidth

controlled by a two-tier .
mechanism, enforced by iwo types of tokens:
restricted and nonrestricted. In the
resiricted moade, the token is used to
establish a single extended dialog between
specific nodes on the LAN (depriving other

is. further

nodes_ ifrom: access to the asynchronous
- bandwidth). The nonresiricted mods, on the
other ~hand, is the normal mode of FDD!

operation and is based on giving all nodes
equal access to the asynchronous bandwidth.
Transmission of synchronous data: proceeds

normally regardless: of the token type.
Accordingly, synchronous frames are always
- given priority over both restricted and
nonrestricted asynchronous frames. Because
of the broadcast nature of the majority of
messages communicated within simulation
networks, only the nonrestricted mode of FDDI
cperation is considered in this paper.

Multiple levels of asynchronous priority
may optionally . be distinguished by a station.
For each implemented priority level n, a

threshold - value T_Pri(n) is established. A

nonrestricted token can only be captured by a
station for the transmission of an
asynchronous frame of priority n if the value
of the THT timer is less than the associated

threshold T_Pri{n). By setting lower
threshold values for lower priority levels,
transmission of lower priority frames is

deferred when the ring is more heavily loaded.
For example, if T_Pri{n) is set to a very small
value, then transmission for priority n is only
possible if the token arrives early enough such
that TRT and hence THT are less than T_Pri{n).
If the priority feature is not supporied in a
given . station, the MAC protocol in that station
assumes that all asynchronous frames have an
equal eifective priority threshold of TTRT.

The Simulation Model

: Detailed simulation programs ({written in
- Ada) are being developed and used at 1ST to
study. the suitability and impact of
implementing real-time simulation networks
using newly-emerging network protocols such
as FDDI! and XTP. In this section, we give a
high-level description of the simulation model

used in evaluating and predicting the
performance of FFDIl-based simuiation
networks.

Ada, with its flexible synchronization and

goncurrency features, has been employed in

allocation-

* » Task FDDI_NODE: st use _
represent the interface of FDDI with higher =
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our simulation of the FDDIVXTP network. The
process interaction model maps the different
entities. and . activities of the reai-time
network . to it corresponding Ada tasks. The
following is a brief description of the major
generic Ada task types used in the FDDI

- simulation.

“this task is used to

network layers. A task of this type is
created for each node on the simulated
network.
executed in one of two modes: isolated or
integrated. The isolated mode is used _to
evaluate  the performance of FDDI
separately "(i.e., independent of higher
network layers). In this mode, the
FDDI_NODE task acts as the source of local -
fraffic. ‘It generates frames according to a_
specified input method such as using traces
of real-data or stochastically  generated
interarrival times (e.g., exponential,
uniform, fixed with jitters, etc.}. The
integrated mode .is used to simulate FDDI in
.conjunction with - higher network layers
(e.g., XTP or TCP/IP). In this case, the
FDDI_NODE task receives traffic through
its interaction with the load-generating
entity of the simulated higher network
layer.

- Task FDDI_MAC: this task is used to
implement the FDDI media access control. A
task of this type is created for each node
on the simulated LAN. The FODI_MAC task
keeps track of the different timers and _

counters used in the implementation of the
FDDI MAGC profocol.

+ Task FDDI_PHY: this task is used to
‘implement the physicdl layer of the FDDI

protocol. It is responsible for receiving
data from the upstream station,
transmitting data to the downstream

station, and -applying. the FDDI encoding
functions. T .

» Task SERVER: this task is used to simuiate
the propagation of ftraffic and the
corresponding delay between successive
pairs of FDDI nodes. A task of this type is
created for each pair of adjacent nodes on-
the FDDI ring.

- -Task SCHED: this single task is used fo
‘time order events and - contral the
sequencing of the entire simulation. The
SCHED task mainfains a simulated clock
and uses it to determine the time when .

The FDDI_NODE task can be™ =



each waiting task should be: reactivated.
The simulated clock is advanced only when
all tasks are in a waiting state; thus any
computation done by -a task takes place in
zero simulated time.

When the FDDI_MAC task receives a token
(via its FDDI_PHY task), it checks to see if
there are any eligible queued frames
(delivered by the FDDI_NODE task). If such
frames -exist, .the station strips the token
- from the ring and starts the transmission of
synchronous frames. The FDDI_MAC also
examines its appropriate variables and, in the
case of an early token, transmits the eligible
asynchronous frames acearding to the priority
mechanism explained earlier. All frames are
transmitted through the FDDI_PHY task to the
SERVER task which delivers. them to the
downstream station after simulating the
appropriate propagational delay.

Performance Evaluation

The FDDI| scheme uses an underlying token
passing mechanism with appropriate
modifications- to handle :synchronous data. If
the FDDI parameters (thresholds and initial
timer values) are carefully chosen, the FDDI
LAN operates smoothly without (or with very
few) reinitializations, In this case, the
performance of FDDI is basically that of a high
speed token ring. Unlike ETHERNET whose
performance deteriorates at high traffic loads
due to excessive packet collisions, the
overhead of FDDI token management does not
result in throughput decline when the traffic
load on the ring increases. Figure 3 shows a
typical relationship . between: the throughput

{\

80—

(Mbits/sec)

40T

Throughput
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- and traffic. load in an: FDDI ring. Since FDDI

uses a coliision-free protocol, it does not
suffer from the problem of declining
performance at high loads.. Throughput around
920% of the transmission medium bandwidth
can be easily obtained in FDDI LAN's (compare
this to the ETHERNEY protocol whose
throughput is usually limited to about 65% of
the medium bandwidth).

Packet delays in FDDI -LANs depend to. a
large extent on the frequency of interruption
of normal - network operation due to network
reinitializations. When the lateness of the
token is judged to be serious, a ring
reinitialization procedure is invoked by the
SMT functioh in one of the nodes. The purpose
of this' procedure is to adjust the ring

parameiers in. order restore stability and | .

allow faster token rotation time. During
reinitialization, a new value for TTRT is
established by means of a bidding process. The
ring then resumes normal operation and the
transmission of data frames proceeds using
the new parameters. " If the ring parameters
are carefuily selected, it would be possible to
operate the ring without significant overhead
due to reinitialization. In this casg; the delay -
characteristics are similar to those of a token
ring. Figure 4 shows a typical relationship
between traffic load and the average time
required for a packet to be successfully
communicated through the network.

A major advantage FDDI offers the real-
time user is that it guaranices upper ‘bounds

-on the time between successive arrivals of

the token at a station. Specifically, the FDDI

>
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MAC protocol guarantees an average TRT (also
called average synchronous response time) of
not greater than TTRT and a maximum TRT
(also- called maximum synchronous response
time) of not greater than twice TTRT. The

following table gives the upper bounds on the

average and maximum synchronous response
times, assuming that the minimal bidding
TTRT is proportional to the number of stations
on the ring and is equal to 4 milliseconds
when 500 stations are connected.

Avg. Synch. Max. Synch.

No. of Nodes Response Time | Response Time

{milliseconds) | (milliseconds)
60 0.48 0.96
70 0.56 1.12
80 0.64 1.28
100 0.80 2.00
280 2.28 4.58
450 3.60 7.20

Conclusions

Application of newly emerging high speed
network protocols (such as FDDI and XTP) to

- distributed simulation systems will have a

great impact on improving the overall

networkable

intelligent

effectiveness of these systems. In the long-
term, FDDI (and perhaps XTP) might be fully
incorporaied into the simulators of future
training networks. in addition to improving
the real-time performance of these networks
and increasing their capacity to support larger
number of simulators, FDDI and XTP might also
permit the addition ~of critical
interoperability features that are currently
absent in existing simulation systems. Many
of the design features of FDDI and XTP (e.g,
synchronous transmission, delivery
confirmation, asynchronous mulitiple priority,
etc.) can be utilized in the design of state-of-
the-art netwerkable simulation systems in
order to enhance their capabilities for
providing such features as real-time digital
voice/video services over the netwark.

In the short term, FDDI backbones appear
to be ideal for conneciing existing
simulation systems (e.g.,
ETHERNET based simulation neiworks) and
would therefore provide an eifective tool for
increasing the capabilities of these systems:
without introducing any changes to the
individual' simulator units. Such a solution,
however; requires. the . employment. of
gatewaying - and filtering
algorithms in order to reduce traffic into each
of the slower local networks.

Two possible filtering schemes that are



appropriate to FDD1 backbones are:

« Filtering at Recepiion - This scheme
requires ail frames to be transmitied onto
the FDDI backbone and are later filtered by
each receiving gateway  in order to select
those frames that are pertinent to the
nodes served by this gateway.

» Filtering at Transmission - This scheme
requires that frames originated by a node
at a local network are filtered at the local
gateway and are sent to other gateways
only if they carry .information relevant to
other (non-local) nodes. .

Filtering at reception has the advaniage of
simplicity and ease of implementation while
filtering at transmission can potentially
reduce the traffic load on the: FDDI backbone.
Further research is needed to evaluaie the
performance of these two schemes as well as
other hybrid methods that use a combination
of the two schemes.
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