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ABSTRACT

Under the sponsorship and direction of the 542d Crew Troining Wing of Kirtlond AfB and the Department of the Air
Force Headquarters, Ogden Air Logistics Center {AFMC) ot Hill AFB, Utah, Martin Marietta hos implemented o real-time
network for multi-device interactive simulation. Currently this network is on contract to interfoce the following air crew
troining devices and fociities: MH-53J) Weapon System Trainer (WST)/Mission Reheorsal System (MRS), MH-60G WST,
TH-53A Operotiongl Flight Trainer (GFT), ond the 542d Training Observation Center (TOC). The network designated SOF-
NET, wos integraied and ready for training {RFT) in 1993. In the neor fulure, the network will expand to include the
HC-130P, MH-60G OFT, Aeriat Gunner and Scanner Simulator (AGSS), and an external Distributed Interactive Simulation
(DIS) network node. The external node will be used to link the SOF=NET with other Government networks and facilities.
To date, the MH-60G, MH-53J, and TH-53A helicopter simulators have been successfully fested for network
interactions; in support of an accident investigation, key information was provided through ¢ networked simulgtion of a
muftiple ship mission. ’ '

This poper excmines the Kirlland network architecture ond the implementation cpproach which links the varied
computational platforms, Image Generators, Radar and EW Systems. The SOF-NET resulls to date ond potential future
projects suggest that this facility is a pathfinder site for the resolution of several thorny DIS issues such as dolo bose
carrelation, EW simulation, virtual/ constructive interfaces and aggreqation/deaggregation. The successful resolution of -
{hese issues as applied of Kirlland AFB may impact future revisions of the DIS specification and provide a bosis for
future interactive network applications. ' - T : : : -
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INTRODUCTION

An unprecedented copabiity in the high fideity areng of
heficopter crew 1iraining ond mission rehearsal hos  been
developed ot the 542d Crew Training Wing loccled ot Kirflond
AFB. This capabilty centers around three helicopter training
devices: the MH-60G Weapon Systern Trainer (WST), the MH-
53J WST ond the TH~53A Operational Flight Trainer (OFT). These
troners include ful fidelty simulotion of subsystems such os
Forward Looking Infrared (FLIR}, Digtol Rodar landrmass
(DRLMS}, "Night Vision Goggles (NVG), Electroric Warfare (EW),
and a fuly redistic cockpit with an Qut-The-Window (OTW)
disploy driven by an eight~chonnel COMPU-SCENE V' imaoge
Generator (iG). The trgining capabilty of this facilty 'has been
further enhanced by the development of o stole-of-the-ord
Dota Bose Generglion System (DBGS) which currently provides
high fidelity, fully correlated (OTW visuals with FUR with NVG with
rodor and EW) dolo boses for each of the troiners. This
combination of fully redlistic {raining devices coupled with high
fidelity data base production hes enabled a urique {raining ond
mission rehearsal copability in support’ of SOF missions ™ for
individual crews.

This rgining/mission rehearsal copability has been significantly
expanded with the introduction of the SOF-NET nelwork, o3

shown in Figure 1. This network wil allow SOF teams fo train

ang rehearse for mulliple ship missions. The hub  of the SCF-
NET network is the Training Cbservation Center (TOC). The TOCTs

“MH-60G WST, TH-33A OFT, ond the TOC.

¢ multi-medio center which supports role playing, review, ond
replay of networked {raining and mission refiegrsal exercises.

Future network expansion wil supporl teom fraining in  joint
exercises against highly realistic thveats provided by other DD
facilties. This paper surrfidrizes (1) design considerations for
the SOF-NET, (2) the TOC, (3) the SOF-NET Hardwore
implementation, (4) the SOF-NET softwore mplementot:on and
{5) fuiure SOF—NET expcnsmns _ )

SOF-NET DESIGN CONSIDERATIONS

The iraining devices linked via SOF~NET are the MH-53) WST,

These devices

represent @ variety of compulationdl datforms and ¢ distributed

processing environment which shaped SOF- -NET's architecture

ond implementation.  Figure 2 shows o block diogram
representative of a typica! helicopler trainer of Kirlland AFB. The

block diogrem emphasizes the major computational platforms

including the SOF-NET interfoce.  The specific computational

platforms for eqch trainer are listed in Table 1.

The table Mustrotes that while the IG and basic instructor-
operotor systems ore identical for the three systems, the host
computational piotform and  underfying soffware opproach for
each of the systems ore significontly different.  Therefore, the
key issue for the SOF=NET network orchitecture was o provide
a common system copable of finking disporate trainer  host
systems.  This posed unique chollenges for softwore dela .
structure designs ond hardware interfaces between varying ost™

compulctional platforms and o single nelwork structure.
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Figure 1. 542d CTW SOF-NET With Future Expansions
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Figure 2. Typical SOE-NET Integrated Trainer Block Diagrom

Training Platform Commonality
Each training syslem wos developed with differing technology
levels olong with different confractors ond differing  design
philosophies. While there were mony issues to resolve in
networking these trainers, the most fundamenlal issues were:

1) Besic host iteration rates

2) Iatercommunication system capability

3) Host software fideiity T

Intercammunication System Capability

The intercommunicafion systems  construction voried  widely,
glong with the flexibiity ond capabilities of each system. The
TH-534 contains a strictly andlog system from the 1970's, while
the MH-53J and MH-60G both contoin digital systems. The
digital systems were different between the MH-60G and MH~
934, however, until lote 1992 when a modification wes placed in
the MR-53J ic odapt o system simifor to the MH=60G onio the
simulator,  The interface design between the SOF-NET and the

Table 1. Kirtland Trginer Major Computer Plotforms

[= MAJOR CPU MH-50G _ l MH-53J l TH-53A
HOST Force Encore Harris
Horris (DRLMS) Multi~Sel | 500 w/Force Interface
1S Silicon Graphics | Silicon Graphics Sificon Graphics
IG Encore Encore , Encore
COMPU-SCENE V COMPU-SCENE V COMPU~-SCENE v
ISN Force Force Force ]

Basic Host Keration Rales

For this elernent of the problem, the TH-53A executes at 16 Hz,
the MH-53J execules ot 60 Hz and the MH-60G executes of
30 Hz. Each simulalor had its own timing scheme, and owr
system hardware limiotions.  This mode ihe challenge of
integrating @ standard network with the hosts a real challenge.
The basic eppreach is to update the network o high rates. This
drove the requirement for o high bandwidth network which was
implemented  with  the  SCRAMNet™ reflectve  memory
architecture.

SCRAMNei is a registered trademark of SYSTRAN Corporation.
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simulator had to be generic enough to oliow for integration of g

-common design fo interface with each of {he three audio

designs, 7
Host Software Fidelily

The simulation system is only as qood as its hardware ond
software components, and the diversity between the three
simulators varied widely. Along with the differing fteralion rotes
comes the differing levels of fidelty i the coloullions
associoted with the visual interface, fight equotions and
mstructor inferfoces,  Each of the three devices, being of
differing heritage, had o different slont on the same problem,
For exomple, the TH-53A"is compiled in Harris Assembler, while




the MH-60G ond MH-53J are written in Forlran, Here wos the
lorgest challenge, ond where the most emphosis has been

placed to balance belween commonality in the network inferface -

units, while minimizing medifications to the host systems.

Level of Fidelily

&5 the designs for each WST and the TCC have evolved, the
requiremants for the SOF-NET have motured and slabilized, The
key SOF-NET design godls were to suppori the highest levels of

fidefity while minimizing modifications 1o the individual WST's. The

focus wos o gllow for two elements 1o be fully supported: 1)
Visual correlation and 2) oudio integrafion. Any pecufir element
associated with network operation which was unique to o device

was left o that davice to either enhence or ignore,  The SOF- -

NET integration requirement hos evolved into the support of an
interface which can generally be met by almost all smulators en
the market today dlong with o direct corelation with the DIS
standard.

Trainer interaction become o simplified sel of primitives: are set
for each trainer, Each dato set conlains aff that is reguired to
be known about that entity on the network. There have bean

some simplificotions due to the foct that the helicopters which

have been dealt with so far do not emit dems such as missles

or qun fire. (The SOF=NET wil bs updated io support these
types of entities when the AGSS is integroted onto the network)
The data supolied in the entity blocks is sufficient to drive

_.Mmoving models and specici effects for representation of the

information on the visual systems of each of the WST's. Along
with the cwnship information, each ertity block also contains ol
model information for ary moving models driven by that
ownship.

TRAINING OBSERVATION CENTER (T0C)

The TOC, as shown schemalically in Figure 3, is o focility
designed specifically to sugport the Kirtlend SOF-NET. The TOC

_has several missions: 1) provide an electronic clossroom which

supports  multi-media acoderic training such as computer—
based training (CBT) materiols, and e or pre-recorded oudic
and visual data from the simulators operating on the SOF-NET,

2} provide the capabilty for interactive role playing during multi-

ship raining scenarios involving cudio communications with each
troining device, 3} provide the capablty for flight irocking
utilizing ¢ map~bosed situctional displey, and 4) provide the
capability to selectively mondtor simulator visugl dotg. ;
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o Iy L
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[T o _VME-SBUS ! TRAINING DIRECTOR Lol
I LocaL I} DATA |’ STATION !
| SOFNET i = IR
| NoDE | RS-232 T G i
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S 1 : e
| |
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Figure 3. Training Observation Center (TOC) Block Diagrom



Electronic Classroom

The TOC's electronic classroom copabilty centers oround the
Computer-Aided Podium (CAP).  The CAP provides a. user
friendly, talforable multi~media control interface. The CAP user
can select a variely of visual options for video wall displeys such

as CBT, live video from any of the simulators on the SOF-NET,

or pre—recorded video from a lape ployed on any one of the
four VCR's cvallable in the TOC. In addition, the TOC has an
oudio/visual recording copabilty which allows recerding of any

classroom or training acfvly conducted in the TOC for later .

review. The CAP is the control center for the TOC's electronic
clossroom.

Interactive Role Playing

The TOC has seven user stations eoch providing the ccpoblhty
for interactive role=playing during multi-ship SOF-NET missions.
Each user has o 386PC/AT ond o confiqurable infercom wnit.
The user PC™ provides a Microsoft Windows hased inferfuce for
confiquring the user’s communications selections. and accessing
the Fulcrum situation display system. The user's intercom allows
selection of any UMF, HF, or FM radio and . frequency

combinalion. Radio communications operate much the same os.

n the real-world in thot the user wil be connected. for

communications with any olher TOC user and/or simulator crew

posifion on the SOF-NET bosed upon radio/frequency matching.
In addition 1o the three radios channels, egch TOC user has a
configuroble instructor  chonnel  which  dlows  privote
communications with o single simulator insfrucier or common
connection to all instructors.

Situational Display
Fuicrum is a map-based mission tracking copability allowing the

use of Videedisc or CD-ROM bosed maps. The user's Fulerum,

siluation display is outornatically fed overloy dato  exiracled
from the SOF-NET by the SporcStation 2 acting os the TOC
control computer.  The exiracted dalo consisls of pertinent
model, position, and support information for each player on the
network.  The user selects the desied mop resolution and
geographic region of interest,  Fulcrum filters the overloy data
based upon the user's selections and displays icons in the area
being viewed (representing ownships, moving models, threats,
ard aircraft tracks). Fulcrum is operated by each user i a
networked mode which dllows the use of a single videodisc or
CD-ROM drive to provide 6 map source while ot the same time
dllowing each user to view the mission lalored lo specific user
interest.
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" The T0C conlrol computer acts os the Cthernst AN server,

controls the cudio switching matrix_and provides o bridge to the ™
SOF-NET data.  The Ethernst UAN allows automatic distribution
of SOF-NET siluationol dota to each user station and access to
user rodio configuration ~information.  The use” radio

‘configuration information is combined with simulator fadio

configuration doto token off the SOF—NEF fo configure the
audio switching matrix. -

Viewing Area Video Wil
The TOC video wall is configurable for a wide variely of display

" “options. Video selections include VCR tapes, CBT video from the

CAP, Qul-The-Window (OTW) views from 1he IG of any of the
SOF-NET connected simulators, NVG video or radar. The Fulcrum
stuation display from the Troining Direclor’s user station is
seleclable for viewing on one of the lwo 60-inch monitors
allowing the TOC audience to moenitar the mulli-ship training
mission. In addition, mission oudio is selectable on the room
speckers allowing the oudience o fully frack the mission. _ _

SOF-NET HARDWARE L
The SOF-NET s made up of multiple WME-based SOF-NET

" nodes ond interconnecting cobles (Fiqure 4). A node is defined

as of hardware ond software elements which provide on
interface betwean the network and a single host traming system.
The hardware architecture of SOF-NET waos driven by the two
interfaces which exist ot each node, 1) the hosl sysiem
imterface congisting of dota and oudio, ond 2) the natwork

interface. In oddition, security considerations required that each
node be physically disconnectable from the network. As such,___

the hordwore consist of five major functional companients, 1)

the Node CPU, 2) the network inferface, 3) the host dota

interface, 4) the host audic interface, and 5) the optional EW
system inlerfoce.

SOF~NET Node CPU S
The SOF-NET Node CPU is actually o pair of Force CPU's, a
Force 30 ond Force 33. Two CPU's were needed to ensure fime
criticel dota {ransfers to/from the host could be met while stil

~ maintaining the reguired spare CPU copacily called oul by the

controct,  The Force 33 acts as the VME bus orbifer and
handles most of the calculation intensive computing suth as

interpolation  of ervironments and  dislonce . ond  bearing T

colculations,  The Force 30 ocls as a reci-time execufive,

orovides an Ethemel inferface used for booling both CPU's, and

moves dolo between the host system and the SCRAMNel
memory. _
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Network Interface

The network inlerface funciional component provides the means
for each retworked davice lo share dato as rapidy as possible.
This interface is fociitated with o reflecled, shored memory

scheme using SCRAMNel hardwore provided by the SYSTRAN

Corporafion.  The SCRAMNet board uses a fiber optic local area
network configured os a ring, fo provide high speed dalo
tronsfers between each SOF-NET Node. Dala is ‘ransferred
across the network using deterministic processing and automatic
refransmissions. The SCRAMMet on—board_ memory is parsad
such thai eoch {roining device is oficcated a porlion of the
memory space which is "reflected” to all other nodes. AL any
given node, perlinent aperaling porameters and environmentaf
data from the host training device ore extracted ond put into
appropriate  SCRAMNet  memory locations.  The  SCRAMNet
reflective—memory hardware makes this information ovailable ot
each of the other SOF-NET nodes by sending it oround the
network,

Host Data Interface

The host dote interface was selecled o sohe the need o
minimize changes of each host system while satisfying a nesd
for regi-time access lo the host system dale pool.  This
interface wos implemented using o Bus-Link subsystem which
connects the SOF-NET Node WE bus directly o the Host
systern bus.  The Bus—Link hardware selected is provided by
Computer Products, inc. (CP)).  This connectily allows the
SOF-NET CPU access to a defined portion of the host system
physical memory ¢s o Remote Memory Inferface (RMf). The
SOF-NET CPU con move defa in and out of the host memary
as needed, allowing the host to operate independent of the
SOF-NET connection while the SOF-NET Node CPU dees the
work to keep the host curren with network mission model and
environment dota. The advantage of the Bus—Link is that the
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host side of the link is guailable in WE ond Encore formats,
allowing the irplementation to be used of all {hree simulotors.

Shus connectivity which wos used in the TOC since the TOC has |
g Sun Microsystems SporcStation 2 a3 ils conirol computer or
host.

Host Audio laterface

The host cudio interfuce was driven by the need fo poss audio
~ dato securely over fiber optic cobles and o desire to keep the

implementation consistent with. industry standards for line-leve!
qudio communications. The mplemeniollon uses COTS anclog to

oplical audio equipmient adhering fo commercial standards which
provide flexibilty and the copability for future growth. Each SOF-
NET node has a two boord set of audic equipment excepl for

nodes. The overall SOF-NET qudio architeclure is a star with the

"~ ln oddtion, the buslink technology wes avaloble for o WWE~lo=

- the T0C. The TOC hos o two board sel for eoch of the ofher

TOC in ihe cenler. Each node passes audio to the TOC where &

is mived ond routed according to cudio configuration’ ‘dafa

received from each node vio the SCRAMNet reflective Triamiry,

The TOC has an audio switching malrix which acts os the centre!
switch for all SOF-NET gudio, After oudio is mixed according to
the radio/frequency matching algorithm, appropriate audio s
passed back fo each node from the TOC.  The result is
brosdcast qually qudio i each of the radios and @ Tlexible
interface ot ecch host which only requires compotibiity with a
bolonced 2.2 Vplp oudio input ond output format.



EW Systern Interfoce

The SOF-NET interfaces extemnally wilh lhe Integrated Electronic
Combat  Simulation System  (IFCSS) bult by TRW under
subcontract to Morlin Marietta for the MH-60G ond MH-53J.
This interface ollows the EW system {o octively monitor each
player's movements and confral threat fo ownship interacfions
occordingly. The inferface is implemented using two VME Bus
repecter links, One link allows the EW system to access the
SOF-NET node SCRAMNet mermnory without having to go through
the node CPU and the second fink allows direct access to the

simulater host data pool vio the SOF-NET node bus—fink The

design minimizes the impact on both the simulator hosl and the
SCF=NET node computers while facifilating the most direct and
timely access to the needed dota for the EW system. The EW
access to the local hosl system allows cortral of the host on-
boord EW syslems ond threot encounlers. Access fo the
SCRAMNet allows the EW syslem io use the SOF-NET as 4
means to pass perlinent EW data around the nelwork. The
result is a rich shored thregt environment.

SOF-NET SOFTWARE

The software funclions, distributed between Force CPU boards at
each SOF-NET node, drive the SOF-NET's interactive simulator
copabilty. Figure 5 depicls the SOF-NET software functional
flow.  Modular in design, this software is bult for porlability and
commonality  between  SOF-NET nodes ond  eveculss
asynchronously. SOF-NET operationat software is structured inlo
the following three independent CSC's.

1} Moster/Slave
2) Network Moving Model /Control
3)  Environmental Interpolation -

IRC] ING |
I! ! i
& chaftfiareithrast snvirotiment modeking

W paThA -
* threm anvirohmant modekng
+ ANALR-59 modet outputs

+ ANJALR-40 modo! autputs

+ AAR-44 modol outpws

EW Cammon
Environment
Data (CED} and
ATD Data

Notwork Audio Com

hosts” ECSSs, R

Al SOF-NET inferfoces between the various SOF-NET CSC's_are

accompished via shored memory.  While the SOF-NET  does.
shore IECSS data belween ils various nodes, the softwaré which

fo /from the SCRAMNet resides on the

writes/reads this data

Master /Siave CSC

The Moster/Slove CSC  provides inttidlization, executive control,
master/slove designafion, ability of the master o, select ihe
common dola bose and control relocateable  models,
Relocateable model control allows the master tc contro! the flow
of model dolo fo the nefwork. This model datg includes;
navigation aids, ships, tanker aircrofi, SOE teams, universal
features, and IG speciol effects.  The Master/Slve CSC plo oyer
managerment function keeps account and control over the role
beng ployed by each simulator on SOF-NET, ie, master or
siave,

This CSC olso provides for {Fe implernentation of other network

maragement tasks. For example, the master player controls the
envronment of dll {roiners, while the slave player can confrof its

own environment only when an override is selected. This CSC

aso calls the softwore unils mfhu'l ke  Evironmental
Intergolalion CSC. L

Network Moving Model Control CSC

The purpose of this CSC is twofold: 1) o transfer dato
associoted wilh the host and its moving models to the network,

“and 2) o synihesize aff data for active network moving models

for the local simulotor host. Each network host con donate its
ownship and six other moving models 1o the network. This CSC
extracts the cppropriole data from the host data pool o
sufficiertly define the moving models to the network. The

exirocted dala is inserted into the network reflecied memory

Initialize Buslink

Ew al‘\d‘Nen;nm—DﬂfﬂA 7 A
) ICIATD
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Fiqure 5. SOF-NET Funclional Interfaces
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space and subseguently cvailoble o all network nodes, Since
each node can donate up to seven maving models to the
network, each host must synthesize the model dala to
determine which models are most relevont to the ownship
immediote environment. The synthesis algorithm is a sort by
position relative to the host ownship. The 16 closest models ars
passed to the host computer for additional processing; the host
wil poss the six closest to #s IG for disploy. The continual
processing of all active nelwork models ensures each ployer has
the same model poot from which to build its visual environment
and determine simulation impacts based on each host’s unique
capabilities for on~boerd systemns such as EW, radar, ond FUR.

Environmenial Interpolation CSC

The Environmental Interpelation CSC provides a means for o
slove netwark ployer 1o smeathly transition infc or out of the
master environment by sharing the master’s environment data
across the retwork.  As the dlave posses within o distonce
threshold of the master's ownship position, ihe interpolation
routine begirs to lnearly change the environmental state of the
slove ownship to that of the master's. This inlerpclation is
executed after the ownship comas on the net or after the slove
comes oot of environmenta override. Some exormples of the
environmental stote parometers are; precipitation, hoze visibility,
surfoce wind speed and other SOF /aviation reloted conditions.

FUTURE EXPANSION

In the neor future, the SOF=NET network wil be exponded lo the
nodes shown in Figure 1. The odded nodss will include the MH-
606 OFT (Operationa! Flight Trainer), the Aeriol Guaner and
Seanner Simulator (AGSS) ond an exterral DIS Network Interface
Unit.

The MH-60G OFT will support MH-60G Pave Howk training. The
OFT is a highly redlistic non~motion simulotor with seat shakers
to provide moticn cueing. Tne syslem wil support day, night,
dusk, and VG fligh! operations in the existing high resofulion
dato boses produced by the 542d's doto base generation
system (DBGS).

{Distributed Interoctive Simulotion) protecol and futwe evolufions
of the protocol. At this time, several government fociliies ond
networks have expressed interes! i finking with the SOF-NET
nelwork. The fogilities of interest perform functions in two main

areas: theoter air defense with cornmand and control nefs and

theater leval constructive simulation for joint exercises.

The goal of {he SOF-NET architecture is to_pravide a single
node. which will service dll of these heterogeneous and diverse
network connections. Effectively linking these simulation focilities
with . the SOF-NLT network will_focus on the challenges of
integrofing virtuol man-in-the-loop simuiators with. o high
degree of fidelty and high reci-time update rotes (os
exemplfied by the SOF simulgtors) wilh constructive upper level,

nonreal-time wargaming  simulations, A key ospect for the

successful linkage of virtual and” construciive simulations is the
generglion of o 'common" dola bose for both levels of

- simulation.

The AGSS s o part tosk lrainer which will iran SOF crew

members in NVG scanning fechniques and cerial qunnery for 50
caliber machine guns and 7.62mm mini guns. In the stondgione
mode, the AGSS will use o low cost small image generation
system.  When the AGSS is integraled into the SOF-NET
nelwork, the TH-33A OFT (COMPU-SCENE V) image qenerotor
will provide the visugls. This image generator swilching will enable
full crew operation between the AGSS ond ether the MH-33J
WST ar the MH-50G.

The eighth SOF~NET node is reserved for extemal Wide Areo
Network (WAN) integration with other simulation ond simulator
facilities, This nede will be compliont with the design principles,
qocls ond specifications  promulgoted by the current DIS

Network Interface Unit (NIU) Implementation

The NIU wil provde the connection to extemal focilities ond
retworks, The implementation of the SOF=-NET NIU is ‘driven by
the design quideines of the DIS stondard, aos well os the
implementation features of the individual WST's and the SOF-
NET local orea network. In the DIS architecture termlnclr)gy
("Strawman  Distributed” Interaciive  Simulction  Archifecture -
Description  Documnent,”  Volume |, 37 March 1992,
ADST/WOL/TR-G2-003010), the SOF-NET may be considered
to be a cell of more or less homogeneous simulator enfities
connected by o network, In the two-tier model espoused by the
strowmeon orchitecture, the SOF-NET MU Is considered to be o
Cell Adapter Unit because it finks o nonstandard cell of high
fidelity simulators with a virtual inter—cell OIS network. _
The NIU consists of a host computer, interface with the SOF-
NET local oreo nétwork, long houl communication equipment,
and encryplion devices. The choice_. of  communications
equipment ond encryplion devices will vary with specific network
comrunications medic gnd. exercise security requirements.

A notional block diagrom for a classified T1 connection is shown

‘in Figure 6. In this application, o KG-94 acts as an encryption

device. The TL 12-slol chassis provides growih potential for
odditiong! T circuits and exponded oudio capobily. Another
desirable feoture of the unit shown is thol it wil support
technlogy upgrades to 13 fines (45 Mbps) and Synchronous

. Optical Network (SONET) (ot 50 Mbps to 2.4 Gbps). The outputs

- of the T1 chossis include four audio channels which are

connected to the SOF-NET gudio chonnels (HF UHE, Vi, ond
105). The other culpu is ¢ serial doto fink via Ethemet fo the

~ node hosl. The key requirements for the host processor are g
. real time, mulftosking operating system, VME environmen,
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protocal. The chassis. shown contains ¢ single CPU boord with
40 MPS throughput and 32 MB local memory, a SCRAMNet
board and ¢ Force 40 board for a CQTS {commercial off the
shelf) software package.
The NIU will be required to perferm the following functions:
1) Tronslote data for the nonDlS LAN to/from
DiS—complian! messages -
2) Perform dead reckoning (remote entily
approximation)
3)  Encryplion
4) Compression/decompression to facilitate
network bondwidth requirements
5) Data shuffling io transfer dota between
reflective memory locations in the SCRAMNet
orchitecture and the NIU memory buffer
6) Message filtering based on entily dotg and
message conlent in order to prevent processing
overload and minimize bandwidth requirements.
The software flow of these functions is shown in Figure 7. Qur
oppreach to the NIU hos been io use fhird parly vendor
packages to the grealest possivle exient. In the flow ciagram,
the funclions with osterisks indicate funclions_ which require
application specific software. The selected third party package is
the Advanced Interface Unit (AU), developed by Naval Command
and Contro! Oceans Survellonce Center ROT&E Division {NRAD) in
conjunction with ETA Technclogies Corporation.

Network Applications

Future pEons call for integrafing the SOF—NET with an odvanced
thegter air defense facility. This facility provides a tolal integroted

air defense simulation {both weapons and C3i) with several
operator—in—the—lcop, redl time consoles. lis Scencno ccpocﬁy 7
supports:

simultoneous trocks
emitfers
ECM emitiers

* types of jommers
types of aircraft
terrain followers
controllable gircrafi
octive "threat” interceptors

This capabifly enhances SOF training for nop of 1he garth,

stealth  penetration  into  enemy air  defenses. Also,
communicotions systemns such as TADIL-J will gliow SOF teams
to pericipate in cormmond and contral scenarios which may
involve joint missions such as the localion and defeat of critical
mobie torgets. - oo

This SOF-NET project can serve gs a teslbed for several EW and
tactical communicetions issues. The EW arena is driven by highly
sophisticated, smord sensors and munitions which  perform

complex seeker, acquisition, {racking, jomming, end counter-

jomming functions. High fidelity {raining exercises iwolving these
types of systems wil require high volume, high speed data
transactions. These simulalions wil need lo develop ond
incorporale  sephislicated dola cormpression  lechniques  and
imaginative preloaded dota boses to limit network treffic to .

current state of the art bondwidth limils.  Anolher issue which __

will be addressed is the issue of the shooter determining thot he
has scored o hit whie the torget registers o miss. These
discrepancies. can be coused by network lotencies and by
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Figure 6. External NIU Block Diagrom
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improperly correlated EW data bases. These issues wii be tackled
by the proposed SCF-NET irtegrotion project. The resclution of
these issues will provide guidance for the evolving DIS standards.

A second noleworthy fulure applicotion is the linkage belween
SOF-NET ond theater level constructive simulations. This efforl
will dllow SOF-NET role players to parficipate in Joint, iheater
level exercises. This SOF-NET integretion wil advance the state

of the art in the area of virtual simulotor/constructive simulation _

nterfoces, The proposed integrotion effort will focus on {he
linkage of the SOF-NET with thecter level simulafions. This.
project will focus. oltention on the following DIS issues:
Aqgreqation/deaggregation  technicues  between  unit  level
smulotions and  plalform  (helicopter) level simulclors; time
coherence between foster thon redl time or asynchroncus event
driven simulations  with recl time simulators; DIS/ALSP protocol
interfaces; ond construction of correloted data boses for high
fidelity, 3-0 simutaiers ploying in lower fidefly, 2~D simulation
space.

ETHERNET -
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I
L UNPACK DIS
I
|
|

UNPACK -
|__f> UDP/P FRAME | ——»| PROTOCOL CONVERT.

LEVEL S/W DEAD RECKONING

ETHERNET (COTS)

(ETA/ICOTS}

7 .. CONCLUSION _

The networking ‘of the training devices vie the SOF=NET has
greatly enhanced the troining end mission rehearsal copabifity of
copabilty has expanded 1o coordinaied teorn formotion
exercises. Future expansion io external faciities and networks wil
introduce training gng mission rehearsal in Joint service' theater

level exercises ond in _rich, mon-in-the-loop threqt
- environments. These applicotions will provide new insights {o the

interactive community and the evolving DIS prolocol.
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Figure 7. External Network Interface Unil (NIU) Block Diogrom

the 542d Crew Training Wing ot Kirlland AFB. This {rgining.





