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ABSTRACT

Simulation networking is no longer new or novel. Heterogeneous, mutti-fidelity networks have been successfuily
demonstrated using either proprietory protocols such as SIMNET, or Distributed Interactive Simulation (IS} protocols.
As the technology for simulation networking hos matured, it has resolved some major issues. For excmple, we now
have a standard for the exchange of information between networked simulations {IEEE-1278~1993). There hos been

very liitle work done toward prediciion and accursie measurement of simulator network loading, and little significant 7
work hos been published concerning the ;mphcu ions of network loading -toword the: overoll network fldeh ty ond the

successfui- transfer of training. Implicit in the underlying structure of the DIS is an assumption that network
performance is purely an issue of applying appropriate technology to support a particular set of objectives. However,
network Joading imposes fimitations upon these objectives and it is unclear what effect unexpected network performaonce
has upon meeting a particular set of objectives.

This paper addresses the problem of predicting network loading in o heterogeneous, multi-fidelity simulation network. It
discusses ‘the issugs associgled with heterogeneous networks ond multi-fidelity simuiotion.  Using pbjective dola
cbtained from a variely of networked exercises (bath DIS and non-DIS) for coniext, this paper discusses the detailed
issues involved in megsuring network loacing. Finally, it makes some recommendations for the future.
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PREDICTING NETWORK PERFORMANCE IN HETEROGENEQUS, MULTI-FIDELITY, SIMULATION
NETWORKS ’ _

Christina Bouwens and Ron Matusof
CAL-Link Corporation
Binghamton, New York

INTRODUCTION

Simulation networking is:not ¢ new concept and its use
in lorge scole exercises has moved beyond proof-of-
principle and into production. We now have o stondard
far the exchonge of information between networked
simulations  (EEE-1278-1993)F, but the supporting
infrostructure  for  implementation of o simulation
network has not yet been completed. This leaves the
- designers of simulotion networks with o myriod - of
questions concerning the implementation of o simulation
network ond little concrete methodology for predicting
how the network will act under o variety of conditions,

There has been very little work published concerning
prediction ond accurate measurement of simulation
network loading, and the implicotions of network loading
toward neiwork fidelity and successful transfer of
training are not well Understood.

Our. overall objective is to develop methodologies for
predicting simulation network performance and  for
determining its impact upon fidelity and iransfer of
{raining.  This paper concerns itsell only with the first
part of the objective: prediction of network
periormance,

BACKGROUND

A simulation network is on orrongement which allows two

or more simulotions to communicate. A simulation
network is a conceptual arrangement. 1t does not imply
g perticulor type of communication media nor does it
imply a set of communication protocols. These are
implementations of a simulotion network, and for q
given network there ore o large number of potential
implementations.

Generally, simulation networks are governed by ¢
network architecture.  The architecture provides a set of
design principles for the network implementation.
Network -implementations con be viewed from two
perspectives —— the physical network and the virtua!
network. The physical network (Figure 1) describes the

4-25

schematic ond topological connection between network
nodes, including the placement of nodes, the medic
through  which  nodes  communicate, ond the
hardware/software which allow communication to ocour.
The virtual network (Figure 2) describes the logical
interconnection between simulotions, defined solely in

_terms.of the flow of daota and control.

The designers of simulation networks must be keenly
aware of nefwork performance. Network performance is
the functional effectiveness of a network, and in the
case of a-simulotion network, it is bosed on both the
physical ond virtugl network implementotions.  The
issues associated with measuring simulation _ network
performance ore derived from the nefwork iself, the
differences between individua! simulation designs and
differences in the level of realism across the network.

SIMULATION NETWGRKING

- "Most simulation networks are o' Tepresentotion of 4

paraliel processing methodology known as esynchronous
data flow. Asynchronous data flow architectures are

_ those in which the messages which flow belween nodes

provide conirol and synchronization of the system. |In
the data flow model, nodes are executed simultanecusly,
yet independently from each other. The cutput of the
node depends only on the input and the function(s) that
the node performs. '

Simulation networks fit the csynchr-onous data flow

paradigm in that each simulation is respensible for its
own octions. Each simulation executes independently
and simultareously with other simulations on the
network. Al simulations are treated identically by the
network because the functions of the simulation node
depend only on the inputs provided by the network and
the functions of the simulation.

Assessing the performance of nefwork architectures is
usuolly quie difficult due to the large number of
parameters found in these systems.  Becouse in

-asynchronous data flow architectures the nodes are

functionally defined and are synchronized by the data
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that flow through them, mecningful prediciion schemes
con be developed which are independent of the
characteristics of individual nodes.  These schemes
invelve measurement and prediction of network loading
based solely on the data flow. Schemes such s these
can account for issues such aos heterogeneous or multi-
fidelity simulation.

HETEROGENEQUS SIMULATIONS

A simulation network is often characterized by the

similarily  between -the individual simulations  which

comprise it. This characterization is associated with the
physical netwerk, and s usually -divided into two
domains: homogeneous and heterogeneous neiworks.

‘Homogeneous networks ore composed of simulations
which are essentially: identical in. design. Early
distributed simulotion networks, such os SIMNET, fall info

this cotegery. It is o relatively easy task te predict the ~

network performance of homogensous networks, since
the interactions befween two simulations on the network
can be linearly extropolated to elmost any network size.

Heterogensous- neiworks, on the other hend, are
composed of simulations of different design. Different

vendors producing simulations far identical specifications

will generally implement the simulations in different ways.
For each simulation the impiementation will probably be

fully compliant with the specification, yet will lkely vary

greatly from other implementations.

DIS  supports the networking - of  heterogenecus
simulations.  Although' two heterogeneous simulations
may identically meet a simulation specification for a
particular non-networked opolication they may produce
significantly different results in a networked environment.
Because of this, it is more difficult .to _predict the
network performance of heterogeneous simulations than
for- homogeneous simulations.

MULTI-FIDELITY SIMULATIONS

Compounding the preblem of heterogeneous simulgtions
is another problem concerning mufii-fidelity simulations.
- A multi-fidelity simulation is one that has varying levels
of fidelity depending upen its applicetion. Fidelity is @
characteristic of the virtual network and, in this cose, is
. described as the degree of similority  between a
simulation and the real world<,
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In simulation networking, multi-fidelity networks can be
constructed where the simulations on the network are
nol necessarily of identical fidelity.  This may occur

- because simulations on the network ore designed to

different specifications, they are designed to the same
specificotion but implemented differently, or identical

~implementations of o specification or interfaced to the

network in different woys and therefore behaove with

different levels of fidelity in the network environment

(due to different filtering schemes, for exomple).
NETWORK PERFORMANCE

The designers of simuigtion networks will be expected to )

meet certain perlormance criteric for o particular

simulotion networking application.  Unforfunately, the
designer is left with olmost no information as to how to
predict network ~ performance. ~ Typical  network
performonce . criteria  center cround the  physical
consiraints of the network, such as bondwidth and
latency. While these ore important criteria in
determining cvergll network performance, they have ittle
meening  without o corresponding  set  of  virual
performance measures. There hes been litle research
investigating the role of the virlual network in overall
network performance, o

To help delermine the role of the virtual and physical
network on overgll performance, we reviewed dota from
five network exercises: ,,

1. MULTISIM Experiments at Fort Rucker (1988):3 This
exercise involved the interconnection of four
homogeneous,  multi-fidelity ~ devices via™ a
proprielary (non-DIS) synchroncus nefwork fransfer
mechanism. -

2. Project Desert STAARS -(1991):4 This exercise
involved the development of @ heterogeneous.
multi-fidelity network of wirtual ¢nd constructive
simulations -interconnected via a proprietary (non-
DIS) synchronous transfer method. -

3. I/ITSEC Demonstration 1 (1992):2 This exercise was )

the first lorge-scale public demonstration of DIS,
involving 18 manned and unmanned simuiations, 22
listen -only devices, and 1 live device. The network
was  mulii-fidelty and  heterogeneous  and
communicated using DIS 1.0 protocols.
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4. 1/ITSEC Demonstration 2 (1993):6 7 These exercises
were o large-scale DIS exercise involving an
ircreased  number  of manned and  uamanned
simulgtions, listen only devices, and live devices.
Aiso included in this data is o SIMNET data stream
from the Wright Flyer simulotion of the DoD
Dependent School demonstration. Again the neiwork
was mulli-fidelity and heterogzneous and-this iime
communicated using o sfightly modified DIS 2.0.3
protocal,

5. CELLNET (1994): This was a smali-scale exercise
connecting o heterogensous.  multi-fidelily network

of wrtugl and constructive simulations.  These -

simulations were interconnected “via DIS protocols

implemented os an opplication layer transported vio

a synchronous transfer methed.

Qur goal in selecting these exercises was to allow us to

study the effect on network performance as the
construct of the aelwork vories.  We siudied both
homogeneous and heterogeneous networks for beth DIS
and non—-DIS applications.  Network- transfer schemes
varied and included both synchronous ond asynchronous
metheds. In ol cases, the networks were multi-fidelity.

We must point out thet oll five of these exercises were
experimental applicctions of simulgtion networking ond

thal there s no conclusive evidence for the validity of

our observations.  However, there were some very
interesting trends which we observed.

When evalualing network performaonce, the goal is to
define how changes in either the virtud or physical
network affects tosk performance The performance of
the nelwork is limited by the characteristics of bath the

physical ard virtual network and by the mapping between -

the iwo. Bandwidth, lotency, ard throughput appeared
to have ihe most pronounced impact on the
performance  of the physical  network. Data
synchronization and the interrelationship between network
state updates (such os the issuance of POU's) oppeared
to have the greclest impact on the performance of the
virfual network.  After reviewing our somple simulation
networks, we noted the following trends:

Bandwidth:  Bondwidth oppeared to have no effect on
network performance. Spare bandwidih ronged between
42% in the DIS flooding experimeni during the 1993

I/ITSEC to 92% in the MULTISIM experiments. However,
eoch of these exercises involved o small number of
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simulated entities. . By definition, virtual networks have

- unlimited bandwidth. Therefore the design of a virtucl

network may be canstrained by the bandwidth limits of
the physical nelwerk. As a result, the designer of

simulation networks must conciously determine if the

virtuel network can be cppropriately mapped within the
physical bendwidth limitations.- Obviously, the mapping
problem will get worse as the size of the virtual network

* {that is, the rumber of entities) grows.

Throughput:  Throughput is the datc capacily of ¢
network. The throughpul for the MULTISIM ond Desert
STAARS  networks wos  almost  constant  over  all.

applications, while the other networks exhibiied "spikes” =~

of ociivity of up to 35 kilobytes/second. These spikes
appear to be related to the activity of entities on the
network, ond become significantly larger os the
simulation workload ncreases.  In the virtual nelwork,
data throughput is unlimited and spikes of activity pose
no significant problem. However, the throughput of the
physical network is constrained and these spikes cffect
the overall capabilities of the similation network. In the
dato from the DIS exercises, the -spikes increase in size
and frequency when emission or radio PDUs are issued.
Interestingly, there oppears tc be no correlation. between
the issucnce of munitions PDUs and cclivity spikes

(Figure 3).

Latency: The network designer, while concerned with the
actual network - latency, is more concerned with the
effective latency of the network. Effective lotency is the
deloy measured betwsen an action initioted in one
simulation and the action’s representation by another
simulation. It includes the latency of the physical
network hordwere as well o5 some -gdditional deloys
introduced by the implementation of the network®.
These delays include network transfer deloy, retwork
protocal delay, network tronsmission delay, nelwork
filtering delay, and-network encryption delay.

We have limited empiricel date concerning most lctencies

of the neiworks we studied. However, there is fairly
good data concerning network transfer delay (the
gmount of time it takes to physically move data from o~

‘simulator to o retwork node). This delay ranged from

16 milliseconds to 200 milliseconds in the simuiations

- for which it wgs measured. The total neiwork transfer

delay for a given interaction is the sum of the network
trensfer delay ot the sending and receiving nodes. This
means that in our sample networks, o maximum network
transfer delay of 400 ms could occur.
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There is insufficient dota from the exercises thatl we
reviewed to determine the effect of protocol delay (the
delay infroduced fo a data stream due {o the choice of
network protocal) on -overall network performarce.
However, subjective comparisons beiween the Desert
STAARS and CELLNET networks (two networks which were
different only in that one used a proprietary protoco!
while the other used DIS), revealed no - discernible
- chonges due to differences in protocol.  Similar
subjeciive - observations’ have been made betwsen
SIMNET and DIS applications.

Qur limited date from the DIS exercises indicates that
queuing delay (the deloy which occurs qs messages
queue to be processed by o network node) had an
insignificant impact upon network performance, provided
that - sufficient buffering exists at ‘all network nodes.
Networks appear to “"decdiock” (messoge traffic ceases
even though physical network is still octive) when
network receiving buffers overflow. More research is
required before meaningful conclusions can be drawn. _
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Network filtering delay (the delay infroduced by
processing of csynchronous network state dotg updates)
appecrs to become ‘more pronounced as the allowable
deviation between dead reckoned ond actual entity state
decreases. This is contrary to whal we had expected,
since with higher dead reckomng tolerances, more

“smoothing is requ!red Our theary is that a mejor cause

of the filter delay is related to the rate at which entity
stole information is available from the network. When
smuh‘er {olerances are used, the dead reckoned position
is corrected (ond subsequently passed on the neiwork)
more often.'® This implies that, on the average, there
are more entily state FDUs to read. Since information
is read from the network in a serial manner, an inéregse
in the number of entily state PDU’s implies that more

- lime wili be required to read ond filter this information.

Fof exgmple, the coordfnate conversﬁon 5rocess_frfg
meosured ot one node of the 1993 1/ITSEC
demanstration was found to range from 30 wsec/ entity




when converting from geoceniric to geodetic coordinates =

to 70 psec/entity for the reverse {ransform.!l  There
is, therefore, & 30 wsec/entily penalty to pay for soch
entiy state PDU received. The more entity stale PDUs
are issued, the grealer the filter delay. Interestingly, the
coordinate conversion precessing times were found to
vary bosed on the desired accuracy of the conversion (o
0.004 foot error required four
conversion).

We befleve that a similar effect will happen for
encryption and  transmission delays, but there is
insufficient data in the exercises that we studied to
either support or disprove this coniention.

Delay dispersion: Unlike the cues in g single simulation,
the latency of individual cues on the network has o
component which is both random and = unboundad.
Therefore, not only is the delay of on individual cue
important, but the varigtion in the length of the delay
{an effect known as delay dispersion) is important as
well. The variance in delay can cause o disordering of
pockels such that the sequencing of state information
(player position and velocity, for example) is incorrect.
We observed no dispersion in the MULTISIM and Desert
STAARS synchronous netwerks ond o very small amount
of delay dispersion in the other networks. There is no

evidence thot packet disordering caused any network

performance problems.

Dota Synchronization: The simulation network represents
an asynchronous deta flow architecture.  Asynchronous
datc fiow architectures are, by their nolure, synchronized

by the flow of dato between nodes. In this erchitecture,

data is synchronized only of the network nodes. The
simulations themselves are not synchronized by the data
flow. Therefore, we often observe dota synchronization
problems in all asynchronous — applications  (including
CELLNET, where DIS was applied as an asynchroneus
opplication layer over a Synchronous iransfer method).
In synchronous viriual networks, dato flow s, by
definition, time ccherent. When coberence wos lost [due
to loss of synchronization signals, for example), we
observed catostrophic failure in that the system could
nol automatically resynchronize ond erronecus dela was
produced. The skewing of datc and the inability to
resynchronize it coused several cases of “extrapolation
induced oscillotion. When this ‘occurs, exirapolations
based on erroneous data produce increasingly inaccurate
results until the extrapolgtions themselves become
unstable and the simulation becomes unusable.
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iterations  of the .

~ PDU generation.

. rietwork.

Interrelationship of PDUs:  Certain information fields,
such as position ond atiitude, ore repegted in several
different PDU types. The assumption is that an antenng,
which is generally offset from the cenler of g vehicle,

may move out of a positional tolerance withoui the

vehicle moving at cll.  For this case, we would need {o
perform o iclerance check on the position and atlitude
of the antenna, and issue new PDUs whenever the
antenna goes out of tolerance. In the DIS applications

that we studied, and in particular the 1993 1/NTSEC

demonstration and the CELLNET exercise, we observed o
stunning interrelotionship  between Entity State PDU
generation, Emission PDU generation, and Radio Emission
Increases. in the generction of either
Emission or Radio PDUs resulied in ¢ two—fold incregse
in the generation of entity state PDUs (Figure 4). This

was highly unexpected, but can be observed in oll 1993
I/ITSEC DIS demonstrafions ond in recorded data from =

the CELLNET exercise. The implication of this {rend is

- that the use of emission or radic PDUs -may affact

network performaonce in a disproporlionate manner than ™

other types of PDUs. We believe that more information

- must be gathered before this trend con be considered

more then coincidental. ™

Oead Reckoning Thresholds: Deod reckoning thresholds

directly offect the amount of entity state traffic on o DIS

I has been shown that network troffic can be
reduced by up to ei%'hty per gent by using o dead
reckoning c:lgorithm.1 However, this

network traffic was accomplished by allowing vehicle
appearance fo vary up io three degrees in rotation and
up ta ten per cent of the vehicle's dimensions in

position befcre o state updale is required.. In ¢l of the -

DIS applications that we studied, the threshold was
alwoys set to 1 meler and 3 degrees.

thresholds in these exercises. -
Non-Simulation Network Troffic Non simulation traffic
gppeared o be . ‘problem in  the I/ITSEC
demonstrations. s . reasoncble to aossume _that
simulation networks will not, in general, occur on pristine
networks. Therefore, the non-simulation network tralfic
must be guantified prior to any prediction.. Again, we
were unable {o quontify the effect of non-simulation

~ troffic on the performance of any of the exercises that

we studied.

reduction in_

Therefore, we. .
-have no dota to determine the impoct of varying the -
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MEASURING NETWORK. PERFORMANCE

Network performance is o complicated combination of a
number of factors. We have tried to define a
reosoneble  measurement paradigm  which’ allows  (he
network designer to- determine the fegsibility of a
network design prior to its implementation. - Our
methodology relies on determining the avoilable
bendwidth and effective latency of the retwork, and from
these we determine the moximum number of entities
that can be supported by the network given the exarcise
requirements that the network must support.

We have based part of this analysis on work presenied
at the 1993 i/ITSEC. 13 10 this work, o four step
program  wos  outiined to - estimote  bandwidth
requirements: '

1. Document assumpticns cbout minimum otiribuies of
each enfity closs represenied

2. Estimate the exercise bondwidth requirement to
approximate actua! PDU issue rates
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3. Determing the number of entities {ond tactical finks)
required for an exercise

4. Calculate exercise bandwidih based on these

individual estimates.

One problem with this methodology is that it relies
heavily on cn exercise designer's abilily to estimate
exercise requirements. - Additionally, this does not
address the performance issues introduced by mapping .

the virtual network onlo the physical network. Our hope -

was to develop o sinilar methodology which does nol’
rely on the exercise designer’s a priori knowledge of
natworking.

Qur methodology involves determining o set of equations
which can be used to determine the worst case latency
and bandwidth of the physical network, appiying
knowledge of the intended exercise ond the simulations
involved to deiermine worst case PDU issue rate { q.
characteristic of the virlual netwark). We then comhine

ihese" perfcrmance meosurements fo determine the
_maximum number of entities the .network can support
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under worst case conditions.  In other words, we map
the virtug network onto physical network, and then
bound the network performance by the physical
constraints.

The latency of the system is heavily dependent upon
applications and upon the ironsmission medium and
protocol selected.  For any individual path, the worst
cose lotency is the sum of the individual delays in the
system, namely the tronsfer delgy {Dy), the protocol
delay (Dp), the queuing deloy (D,), the filtering delay
(Df), the transmission delay (Dj, the encryption delay
(De), and the worst case delay dispersion (Dgisp). The

first four foctors are mulliplied by two to account for

deiays at both the transmitting ond receiving nodes
(Figure 5).

Lyc = 2 (D +Dp +Dq + Df )+ Dyt Dg + Deisp

simulotions to exceed this bundwidth.  The effeclive
bandwidth gvailable to o simulation node is determined by

taking the maximum bondwidth and subtracting out the = T
overhead due to protocol, ond the bendwidth used for

non-simulation network traffic.

BWett = BWrmax — BWoverhead - BWoiher

Bandwidth may offect the messoge delay time of

network nodes in, cases where vorioble intensity froffic
exists (such os most DIS exercises), In these cases,
the nelwork maoy be modeled as o Poisson message _
dota stream, and the effects of limiting" bandwidth on
the network queues can be predicted in a relotively
straightforward manner.'% One can then predict i a

exercise will meet o particuiar network requirement. for N

the networks we reviewed, bandwidth had no effect on
iatency (or vice versa), since the worst cese ioading stil
hod 42 per cent spare capacity.

The maximum bondwidth of any network is a known

quantity. It is physicaly impossible for a network of
gy Land LineMicrowave
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Simutator 1 Network Satellite Network Simulator 2
MNode Node
1 2
e —
Network  Network Network Network Network
Transfer  Protocol Transmission Protocol Transfer
Network Network
Queuing Quauing
Network Network
Encryption Encryption
Network Network
Filtering Filtering
Figure 5

Typical Time Delays for Long—Distance Networked Systems
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In order to determine the maximum number of eniites

which o network can support, we must first determing” -

the worst case rate ot which PDUs will be issued. This
is done on an entity by entily basis In the netwarks that
we studied, six PDU's (entity state, detonation; emission,
transmitler, signal, and laser) make up the bulk of the
message traffic. Based on an andlysis of the data we
sfudied, we found (hat this fraffic accounted for an
averoge of 98.3 per cent of the network traffic. On the
average, PDU size wos 1384 bils. Usirg the issue rotes
oblained from our sample exercises, we determined that

a worst case average of 200 bits persecond. is required”

for all other PDUs. We can therefore aggregate alf of
lhese other PDUs intc one representative PDU with an
issue rate of 200 bils/second. We intend to adjust this
oggregate representation os we analyze more data.
Using the formulae publlshed in the proposed IEEF
standard Draft version 2.0.3,
of the predicted load. These- formulae are similar to
those derived by Doris and Loper!6 in 1993, but include
DIS 2.0.3 Drafi Protocols. Our intent was to refine
these equations to also take into account the worst case
rote of issue, R, of the PDUs.

R is determined by looking at the threshold values set
for the dead reckoning oigorithm, an entity's cogabilities
and the entity's dimensions: PDUs ore issued whenever
the differerce between on eniity's dead reckoned
position (Pg) and its actual position. (Pgct) exceeds the
positional  tolerance (Tp). The tolerance can
represented in terms of the entity's velocity by
subsiituling  velocity-time producis in  ploce

instantanecus positions: . ,

Tp = “:)dr - P

where Vg is the velocity at the time that the lost entily
state PDU was updated for a given entity, V,_q is the

act = A Vg - Vn_1)/frame rate

velocity calculoted by the iust pass of ihe recl-time
simulation of the entity, and the frame rate is the

iteration rate of the simuiation. The worst cose oceurs
at maximum entity velocity (Viqqy). Solving for At and
substituting Yooy for Vg yields: R

At= 1 fmgy (Tp + Vp—1/frame)

In the worst case, tolerance is simultaneously broken in
both position and orientation (Ted). In this case, the
moximum  value of Vi,_1 is the projection of the dead
- reckoned velocity onto the actual velocity vector, where

15 we can get a rough idea

_be-
of
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@ is the ongle between the two vectors,

Substituting
the projected Vi, for Vo1 we get: B

At= Tp Npgy +_sin (Tw)/frame and R = 1/At

Qur table of fﬁrmulue, then, is shown in Figure &:

By i whare:

Enlily Stote R{I152 + 1288) A= faof wrticulaled parls

Detonafion 890 + 1284 H = § of arliculated parts hit

EZmission R{192 + E(IEU-I- B{415+5+T})) £ = # of emitters

Tronsmitler R{768 + 5. M) B = ¥ of beoms per emitter

Signol 56 4 L T = § of targets in beom

Laser 576 M= ¥ of Madualion parometers

Olher FDUs 200 5, = Size of moduiction pottern m
L= L nglh of dota- streum

Flgure 6 PoU Sizmg Formulae

We next sum cll PDU issue rates (in bits/second) over
all of our entities in order to determine the loading of
the network:

~ Virtual Load = £ PDU bits/secend

entilizs

Finally, we determine the meximum number of "average"
entities which con be supported by this network.

Mo Eniities = Bilgrr /Nirtusl Lood

This  number can be used for planning purposes. H
represents an average worst case for the network, qwen
the' physical constraints of the network and the exercise
goals. The network designer can now assess alternatives
and their impact on the network's physical and virtugi
des'gn For example, the designer may choose to

improve the accuracy of geo-pasitioning., but does so

at the expense of increcsed ictency.

The formula for mox entities is remprocul ond con be

used to derive the required bandwidih given g desired
number of entities with known ccpub:ht es:

BWef; = Max Entities * Virtual Load
- CONCLUSIONS
We have developed ¢. method for'predfctmg the

maximum number of entifies that can play in o network
exercise qwen the constrainis of the physical netwark,

the exercise objectives, the characieristics of the virtuol

network, and latency requirements of the £xercise. _The
observations and derivations which we have made in this

poper are based solely upon five experimental exercises



conducted over the last severcl years and published
research,

~A great deal of resecrch remains to be conducted in this
area, Our dolo set was limited and the data was not
collected with the expressed purpose of developing
prediction methodologies  for  network  performance.

Future experimeniation concerning the effects of

bandwidth, latency, delay dispersion, data synchroniza-
tion, interrelationship between PDUs and implications of

bandwidih reduction methods {such os dead reckoning}

remain o be conducted.  Specific fufure aregs of
research concerning network performance include:

Pratocol Delay

Queuing Delay

Encryption Delay

Transmissicn Delay

Non-simulation Network Traffic
Interrelationship between PDU types

Impact of varying latency Co-
Analysis of operalional systems (cs opposed to
experimental or demonstration )

«  Comparison between live, virtual, and constructive
simulations. _

Impact of network performance on fidelity
impact of performance on transfer of iraining

As a further step in this study, we intend  to opply our
methodology foward  prediction  of upcoming DIS
exercises (including the 1994 |/ITSEC demonstrotlon)
and fine tune this aigorithm os needed.

Prediction of network performance will provide only part

of the information that the network designer must know

prior to bullding o simulation network. Even the best
prediction algorithm will not ollow the designer fo
develop successful neiwork -exercises wunless i s
accompanied by knowledge of how the network
implemeniation offecis tronsfer to the real-world. When

equipped within this knowledge, simulation networking -

can reach its true potential,
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