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ABSTRACT

The Department of Defense has over 40,000 positions requiring foreign language skills. But most of the people in
these billets lack the full, required skillset. This has a serious impact on military readiness. There are two main
reasons for it. Training is slow, often requiring 6-12 month residency, and most trainees fail to achieve the level of
proficiency that military training billets require. After resident training, personnel tend to lose their language skills
unless they have opportunities to continually practice them.

This paper reports on progress toward a novel solution called ALLEARN (Adaptive Language LEARNing) to
address this challenge. The solution comprises these elements:
e A blended learning approach that combines the expertise of language instructors in guiding and managing
learning with adaptive personalized instruction,
e A highly interactive, virtual training environment in which learners apply and assess their language skills,
and
e Adaptive training technology and architecture that selects training content in a manner that accelerates
learning, manages decay, and accounts for individual differences in learning rates.
Pilot evaluations are being conducted with military personnel seeking to achieve spoken proficiency in Modern
Standard Arabic.

To better understand learning needs and current barriers to achieving spoken language proficiency, interviews of a
total of 17 instructors and 22 students were conducted at US Army JFK Special Warfare Center and School
(USAJFKSWCS) and San Diego State University (SDSU). The interviews highlighted a need for online learning
activities that provide realistic opportunities to practice spoken language skills in unscripted settings, immediate
meaningful feedback, and automated assessments of communicative competence that reduce the burden on
instructors. We have developed a system architecture to address these needs. It is an open architecture for language
practice and assessment that collects analytics on learner performance and optimizes learning trajectories
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INTRODUCTION

Foreign language skills, regional expertise, and cultural competency are essential in the missions of the Department
of Defense (DoD) (Work, 2016). The deployments to Iraq and Afghanistan heightened awareness of this issue yet
the DoD has struggled to develop and maintain language skills within the Total Force. According to a recent report
to Congress on foreign language proficiency, the DoD is able to fill less than 30% of its ~41,000 language-coded
billets with personnel having the required proficiency in the language specified (Freeman & Cohn, 2015).

The situation in US Special Operations Command (USSOCOM) illustrates this challenge well. Language skills and
cultural awareness are foundational for Special Operations Forces (SOF), and essential for building rapport,
maintaining situational awareness, and communicating effectively with foreign partners (Donnelly, 2015). A needs
assessment of US Army Special Forces language proficiency requirements (SWA Consulting, 2010) determined that
of 212 SOF language-related tasks, 167 required an ILR (Interagency Language Roundtable) spoken proficiency
level of 2 or above (i.e., an ability to handle limited work-related interactions) to be fully effective. Yet only 30% of
US Army Special Forces (USASOC) will be qualified at level 2 if USASOC achieves its current goals. Currently
36% of graduates from the 6-month intensive language program at the US Army JFK Special Warfare Center and
School (USAJFKSWCS) score at level 2 or above on an oral proficiency test, and only 25% of the Arabic language
graduates do so (A. Nabipour, personal communication). Once students leave the school they have limited time and
opportunity to practice their language skills. Most of those who managed to achieve a proficiency level of 2 in
school revert to a level of 1 or 1+. Learners who fail to achieve level 2 proficiency are at even greater risk of skill
decay. This pattern of decay is consistent with research on language school graduates at the Defense Language
Institute Foreign Language Center (Shearer, 2013).

The ALLEARN (Adaptive Language LEARNiIng) project is conducting research to address the twin challenges of
acquisition and retention of language skills by operational forces, under sponsorship of the Office of Secretary of
Defense (Personnel and Readiness) and the Defense Language and National Security Education Office (DLNSEO),
and in partnership with the Office of Naval Research and Special Operations Forces Language Office (SOFLO). The
goal of the project is to develop advanced learning technologies and methods that produce higher levels of language
proficiency and retention over time. Although the long-term goal is to support rapid learning of all four language
modalities—listening, speaking, reading, and writing—the primary focus of this initial phase of work is on spoken
proficiency. Spoken proficiency is essential for SOF, and important for all military members deployed overseas.

We hypothesized that the following problems might be preventing learners from developing spoken language skills
rapidly and retaining them.

e Students lack access to opportunities for practicing spoken language skills and receiving feedback outside
of the classroom. As a result, valuable classroom time is devoted to practice activities for developing basic
spoken language skills.

e Students in language classes vary greatly in skill level and learning rate. Relatively large and diverse
classes make it difficult for instructors to address the needs of individual needs of learners.

Adaptive, computer-based language instruction could increase the opportunities for practice out of class and in it,
focus practice on weak skills, and “buy time” for advanced instruction in class. Consequently we envision that a
complete system should encompass the following elements:
e An instructional strategy of blended learning, which combines the expertise of language instructors in
guiding and managing learning with adaptive personalized instruction;
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e A highly interactive, virtual training environment in which learners apply and assess their language skills;
and

e Adaptive training technology and architecture that selects training content in a manner that accelerates
learning, manages decay, and accounts for individual differences in learning rates.

This paper summarizes progress of the ALLEARN project to date. It is organized as follows. First, it summarizes the
iterative design methodology that we are employing to ensure that the solution addresses the needs of language
instructors. It presents findings from an in-depth analysis of the needs of military language learners and their
instructors. We then provide a description of the system architecture for ALLEARN, and discuss how the system is
intended to address these needs. Finally, the paper summarizes next steps in the project and the research questions
that they are intended to answer.

RESEARCH METHODOLOGY

This work applies the approach of design science to discover, develop, and test language training solutions. This
approach, defined by Collins (1992) and implemented by Brown (1992), engineers training technologies and tests
them in cycles that exploit the rapid development methods of modern software engineering, and the experimental
perspective of instructional science. Specifically, second-language-acquisition (SLA) experts, instructors, and
learners at DLNSEO-supported institutions participate in the creation and formative evaluation of learning materials
through interviews and focus groups. We will augment expert judgment, in 2017, with educational data mining to
discover efficiencies that can further accelerate learner movement to higher levels of proficiency. The team then
applies Agile development techniques to design, develop, and deliver successive versions of the system. Evaluations
of each delivered prototype are conducted in instructional settings. They include standard usability analyses as well
as instructional research that tests the efficacy of the approach relative to current classroom instruction. These
experiments are designed to identify the features and content of ALLEARN that efficiently augment or replace basic
classroom instruction. Discoveries from these experiments guide the next iteration of design, and should eventually
produce a system that provides students with focused practice, and instructors with relief from instruction in
language basics, so that they can focus on more advanced language skills. The combination of human instruction
and instructional technology will constitute a blended learning environment for efficient language learning.

Under the advice of the SOF Language Office, the project is currently focusing on Modern Standard Arabic (MSA).
There is an enduring need for special operators with Arabic speaking skills, and students often struggle with Arabic
because it is a Category 4 language, the most difficult category for English speakers. Although each Arabic country
has its own colloquial dialect, MSA is understood throughout the Arab world and provides a good foundation for
military members deploying to Arabic-speaking countries.

NEEDS ANALYSIS

The initial phase of work consisted of a set of focus-group interviews of instructors and students of Arabic, to
understand their needs and the challenges they face. Interviews of instructors took place at San Diego State
University in April 2016, and interviews of SDSU students took place in July 2016. Interviews of instructors and
learners were conducted at USAJFKSWCS in Ft. Bragg, NC in May 2016. Both programs are intensive resident
language programs for military personnel. The SDSU program caters to a broad range of military personnel, while
the USAJFKSWCS program focuses on US Army personnel seeking to qualify as Special Forces, aka Green Berets.
We also observed classes in action, to understand what learning activities instructors employed in the classes and
note the language skills and skill deficits of the learners.

A total of 17 instructors were interviewed: 5 at SDSU and 12 at USAJFKSWCS. Instructors varied greatly in terms
of teaching experience. Many had been teaching Arabic for years. Some of the instructors at USAJFKSWCS were
native speakers of Arabic but had little or no training in language teaching.

A total of 22 students were interviewed: 11 at SDSU and 11 at USAJFKSWCS. Students were young adults, ranging

in age from 18 to 25. Classes at USAJFKSWCS included a mix of officers, typically with a college education, and
enlisted personnel without a college education. Classes at SDSU consisted of young military personnel who were
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learning Arabic to meet a professional training requirement and a few civilian students who were interested in
Arabic for personal fulfillment.

Main Findings

Our interview data was analyzed based on what was most important to the students and what was most frequently
mentioned as part of the student learning experience. The following topics were mentioned most frequently and
emphatically during the student interviews.

Motivated, overworked learners. These learners were motivated to succeed in learning the language, mostly to
advance their careers and receive bonus pay. But they must cover a large amount of material in a very short amount
of time, and some learners find the pressure to be daunting. They have little free time in which to study, and must
squeeze in language learning among their many other training and home obligations. They therefore need tools they
can use whenever they have a few free moments to practice.

Limited knowledge of grammar and multilinguistic awareness. Many students have a very limited understanding
of grammatical concepts, and are unable to identify a noun or a verb in an English sentence. This poses a challenge
for learners of Arabic, a language with complex grammatical forms, many of which are very different from English.
The instructors believed that students with a poor understanding of grammatical structures were less likely to
achieve Arabic proficiency. These observations are consistent with research findings in the literature that low-
proficiency L2 students tend to lack metalinguistic awareness (e.g., Tokunaga, 2010).

Focus on the outcome: Spoken proficiency. The primary objective of most of these courses is to help the learners
achieve significant gains of spoken proficiency, as measured using an Oral Proficiency Interview (OPI). The one
exception was an SDSU class of professional military linguists who were mainly focused on scoring well on the
Defense Language Proficiency Test (DLPT), a reading and listening test. The emphasis on spoken proficiency has
an impact throughout the curriculum, especially at USAJFKSWCS. Instructors conduct mock OPI assessments with
learners over the phone, to help get learners comfortable with oral proficiency testing. However instructor
assessments of proficiency are subjective and the reliability of these assessments is unknown; this makes it difficult
to track learner progress with confidence.

Importance of reading, listening, and writing skills. Although the primary focus of instruction was on spoken
proficiency, the instructors felt that reading, listening, were important enablers for achieving spoken proficiency.
Some felt that basic writing skills were essential as well. Students needed these skills in order to take advantage of
Arabic language resources available over the Internet.

Class size and diversity of language skills within a class significantly slowed progress. Instructors typically are
forced to devote their attention on the learners who are having difficulties, instead of helping the more advanced
learners. This is an issue even though the class sizes are relatively small, ten students at SDSU and six at
USAJFKSWCS.

Role-play is a major element of classroom activities. Instructors divided learners into small groups and have them
role-play various conversational exchanges. This gives the learners more confidence to speak.

Technology is needed for practicing spoken language skills. The instructors wanted simulated role-plays similar
to the in-class role-play activities. This would let learners practice speaking skills on their own, in a safe
environment, and get immediate feedback. They wanted to see learning activities that incorporated automated
speech recognition in Arabic. Some students are shy about speaking in a group setting, or less eager to participate in
class discussions, and so computer-based practice would help. It would be most helpful if the responses of the non-
player characters in the role-plays were unpredictable, so learners could not rely on memorized scripts to complete
the exercise. Novice language learners tend to rely heavily on memorized language, and they must get beyond this if
they are going to advance to higher levels of proficiency. Such a capability would also give learners opportunities to
practice speaking with various types of people. For example, students at USAJFKSWCS are all male, which means
they have few opportunities to practice speaking with females.
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Technology is needed for practicing foundational skills. These include Arabic pronunciation and the Arabic
alphabet. Difficulties with these skills impede development of spoken proficiency.

Instructors and students want to create content. Both instructors and students were keenly interested in creating
their own content. Some of the students at USAJFKSWCS attempted to create their own study materials such as
vocabulary lists, but found that the existing tools for creating them were not user-friendly enough to maximize their
study and were not portable to mobile devices.

Discussion

These findings support the hypothesis that there is a significant need for tools for practicing and assessing spoken
language skills. These should enable learners to practice using language in unrehearsed contexts, and help prepare
them for an oral proficiency interview. However some students lack foundational skills in reading, pronunciation,
and grammar, and these students will require reinforcement in these areas. The findings also support the hypothesis
that students vary in terms of skill level and learning rate, and this slows progress of the class as a whole.

RELATED WORK

Previous work on Tactical Language (Johnson, 2010), VRP MIL (Johnson, 2015), and other related products
(Johnson, 2012) incorporate virtual role-play activities in which learners can engage in simulated conversations with
interactive characters. They also provide feedback on learner pronunciation. ALLEARN extends this work with
activities that challenge learners to attain higher levels of spoken language proficiency, within an architecture that
supports personalized, adaptive learning.

There are a variety of other digital tools available for language learning, such as CL-150 (Transparent Language,
2016) and Gloss (DLIFLC, 2016), but most do not incorporate speech recognition technology and this limits their
effectiveness for practicing spoken language skills, or imposes burdens on instructors to evaluate learner speech
recordings. For example, McGraw Hill Education’s Conéctate product lets learners record themselves speaking
Spanish phrases, but does not evaluate their speech. Learners get credit regardless of whether or not they are actually
speaking Spanish. Examples of products that employ speech technology to address speaking skills include:

e Products that let learners practice scripted conversations, such as Rosetta Stone (Pellom, 2012). In this
approach the software presents one or more prompts of what to say on the screen, the learner reads the
prompt into the microphone, and the automated speech recognizer recognize it. This approach may be
acceptable for rehearsing memorized dialogue, but it is not well suited for the improvised, unmemorized
dialogue typical of more advanced spoken proficiency.

e Products that provide pronunciation feedback, such as Carnegie Speech (Eskanazi et al., 2007) and
EnglishCentral. Although quality of pronunciation is one factor in assessing spoken proficiency, it is not
the most important factor. A distinct foreign accent is acceptable as long as the learners can express
themselves clearly in the target language.

e Products that employ speech recognition in specialized learning activities, such as DynEd (DynEd, 2016)
and DuoLingo (Johnson, 2013). For example, DynEd uses speech recognition only in sentence unscramble
exercises, where the learner assembles sentence fragments into a sentence and speaks it. Such activities
may be useful but we believe much more can be done to provide learning activities that promote spoken
proficiency and that fit well with instructor needs.

Although adaptive learning technology products are increasingly becoming available, most focus on mathematics
and other STEM (science, technology, engineering, and mathematics) fields (EdSurge, 2016) as opposed to
language and culture. Products such as Rosetta Stone incorporate adaptive sequencing algorithms, but are designed
for use in self-study mode, as opposed to blended learning context. They are not designed to present material in a
way that aligns well with a course curriculum, and that supports the particular topics that are being covered in class.

Adaptive training was first proposed as a problem of sequential optimization in training systems for the Air Force
(Sebilske et al., 2009; Levchuk et al., 2012). Subsequent work in sequential optimization for Intelligent Tutoring
Systems (ITS’s) includes the RAPID tutor (Brunskill, 2010). In contrast to the current work, the RAPID tutor
assumed full observability of student state (i.e., a Markov Decision Process instead of a Partially Observable
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Markov Decision Process) and tracking of student skills as a binary (either the student possesses the skill or does
not) rather than a graded continuum. Another planner was used on a Call for Fire (CFF) domain (Folsom-Kovarik,
2012), but this domain only used a handful of possible student states. This work builds upon our previous work with
a factored representation (Horn et al,. 2010, Carlin et al., 2013, Carlin et al., 2016), which represents many state
variables, each of which represents a graded continuum of skill levels, and which is partially observable. This
previous work has been applied to security training, counter-piracy training, and adaptive analyst training software,
but has never been applied to the language training or in a blended learning context, until the current work.

There is also a rich literature on Educational Data Mining (EDM). One approach is Bayesian Knowledge Tracing
(BKT, Corbett & Anderson 1995). This approach models probability that a student knows a particular skill, a
probability of guessing correctly anyway (if the skill is not acquired) or a small “slip” by getting a question wrong
despite knowing the skill, and also the probability of learning the skill over time. This can formulate a Hidden
Markov Model (HMM), but due to the tractability problems involved in reasoning about multiple skills, most
previous work reasons about a small number of skills. Another EDM approach is Factor Analysis (e.g., Lan et al.,
2014). This approach formulates a matrix of learners (columns) and questions (rows), and through dimensionality
reduction, finds the fundamental skills. In contrast to BKT, which doesn’t reason about a breadth of skills, typical
Factor Analysis approaches don’t reason about the evolution of skills over time.

ALLEARN SYSTEM ARCHITECTURE

Figure 1 shows the planned architecture for ALLEARN. We are developing it incrementally using our design
science approach and plan to make adjustments as needed based on feedback from users and other stakeholders. The
primary learner interface is the Alelo Enskill TM player, an HTMLS-compliant cross-platform Web interface that
incorporates speech recognition technology and supports a variety of learning activities. These activities enable
learners to practice the spoken language skills and assess their performance. We are extending the range of Enskill
activities to promote spoken language proficiency at the ILR 1+ to 2 level. We are providing an application program
interface (API) to input activity recommendations and output learner performance analytics. This makes it possible
to track learner performance and adapt the sequence of activities to optimize learning. Both the Enskill player and
the analytics API will support common learning content interoperability standards, such as the LTI (Learning Tools
Interoperability) v2.0 standard (IMS, 2016). This will make it possible to integrate standards-compliant learning
content from a variety of sources.
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Figure 1. ALLEARN System Architecture
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Instructional designers use the Xonnet authoring tool to specify content in a device-independent way, for delivery
using the Enskill player. We plan to adapt this tool so that instructors will be able to use it as well. Content authored
using other tools is run using the LTI launch mechanism.

At the heart of the system is an engine for adaptive recommendation of instructional content, labeled Higher
Adaptive Learning (HAL) in Figure 1. The HAL capability includes an authoring-time component and a runtime
component. The authoring-time component, called the Adaptive Plan Generator, analyzes the competencies to be
trained and the instructional content, and generates a plan for selecting content to present to the learner, depending
on the learner’s level of mastery of the competencies. The plan takes the form of a POMDP (Partially Observable
Markov Decision Process) policy, as described below. The Adaptive Plan Administrator executes this plan at
runtime. It determines which instructional content to employ, based upon the learner’s competency profile.

The Learner Progress Viewer is used to set student learning objectives and track progress. Instructors can compare
their subjective assessments of student progress against the system-generated assessments. They can also review and
edit the system’s recommendations of activities for individual learners to work on. Students can set their own
personal learning goals and track their progress toward achieving those goals. This encourages a learner-centered
approach in which learners take greater responsibility for achieving their own learning goals.

LEARNING TECHNOLOGY DESIGN

Learning content will consist of microlearning and assessment modules, of at most 15 minutes in duration. Learning
activities and assessments will center on spoken-language practice activities, together with other activities that
reinforce supporting language skills. To practice language skills, learners engage in spoken interactions with on-
screen computer characters. Some activities model individual conversational turns, while others model extended
dialogs. To support varying levels of proficiency the dialogs will be playable at varying levels of difficulty (e.g.,
with or without hints), and incorporate non-player characters with nondeterministic behaviors. If the learner
practices the role-play multiple times the play will be different each time. Learners thus get practice with improvised
language use instead of relying on memorized phrases.

To accomplish the goal of reaching higher levels of language proficiency (ILR 2 or better), we break the general
proficiency goal into more granular objectives that can be quantitatively measured and tracked. We employ the
ACTFL proficiency guidelines (ACTFL, 2012) that map onto the ILR scale but which define finer gradations of
proficiency in the range below ILR level 2 (novice low/mid/high, intermediate low/mid/high). Each level is further
broken down into a set of communicative competencies with associated can-do statements, based on the NCSSFL-
ACTFL inventory of can-do statements (ACTFL, 2015). Spoken-language practice activities are then created for the
individual communicative competencies. If learners are able to demonstrate a variety of communicative
competencies associated with a proficiency level at a sufficient level of performance, it provides strong evidence
that the learner has achieved that level of proficiency. The Council of Europe’s inventories of language skills at the
Waystage and Threshold levels (comparable to ILR 1+ and 2, respectively) provide further detail regarding the
language skills learners must demonstrate at each level (van Ek & Trim, 1991a & 1991b).

As multiple second language acquisition researchers have noted, spoken second language proficiency actually has
three dimensions: fluency, accuracy, and complexity (Housen & Kuiken, 2009). There are tradeoffs among the
three; as learners attempt to produce more complex language their fluency and accuracy tends to suffer, and vice
versa. ALLEARN spoken-language activities automatically generate scores of complexity, accuracy, and fluency of
the learner’s input, along with completion scores that indicate how much the learner was able to complete without
reliance on hints. This provides objective assessments of progress toward mastery of the target competencies.

Communicative competencies have enabling skills that support them. Enabling skills include basic foundational
skills (e.g., pronunciation skills, reading skills, knowledge of grammatical concepts), knowledge of vocabulary, and
enabling communicative competencies. These in turn will be linked to practice modules focusing on those skills.
This makes possible a variety of possible paths through the learning materials. Some learners can spend more time
practicing the enabling skills while others focus on practicing the communicative competencies in context.
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For example, many learners in intensive courses struggle with vocabulary memorization. They cram vocabulary
using flashcard memorization programs, only to forget it later. In ALLEARN we can provide learners with a
combination of spoken-language activities that involve using vocabulary in context and memorization activities that
focus on the enabling vocabulary knowledge. We can then determine which sequencing of lessons achieves the best
long-term learning outcomes. It may be that it is better for learners to try using vocabulary in context first, before
they attempt to memorize it, so that they build better associations in memory and are able to retain it.

ADAPTIVE LEARNING STRATEGY

Within Figure 1, the HAL Component consists of the Adaptive Plan Generator (during instructional design) and an
Adaptive Plan Administrator (during execution). Figure 2 describes these components in further detail. These two
components of the ALLEARN system make use of an underlying sequential optimization model, called a Partially
Observable Markov Decision Process (POMDP). Figure 2 shows the components of a POMDP model, and how a
solution to the model produces a set of rules called a Policy that is used in the Adaptive Plan Administrator to
interact with the student.

Training Obijectives

Reward Scenario
Measurements Model Effectiveness
Measurement Transition

Model Model

l

POMDP
Solver

During instructional design:

During execution:

Performance

Figure 2. Adaptive Plan Generator.

Although POMDP is a general model, we configure its parameters (the transition model, reward model, and
measurement model), to represent the language learning process. Part of the parameterized model includes instructor
decisions, and in the model, student-learning outcomes depend the decisions made by the instructors, as well as the
student’s own personal learning state, as well as random chance. After creating the model, we then “solve” it, by
generating a set of rules for the recommended instructor actions for any student profile. This set of rules is extremely
large; for any history of student performance, we create a rule that recommends learning materials based on that
student history. One can think of a rule as a software module that inputs student history, and outputs a
recommendation for learning materials. One can think of the Adaptive Plan Generator as creating these rules, and an
Adaptive Plan Administrator as executing the rule. An example of a rule is:

e Input to Rule: Student 111 took Lesson 1, followed by a 10-question quiz, 7 questions were correct but
questions 3,5, and 10 were incorrect. Then the student took Lesson 1A followed by a 9/10 on the next quiz,
with Question 7 incorrect.

e Output from Rule: The system recommends that the student take Lesson 2C next.
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One can infer that the number of possible inputs to these rules is very large (even for software)! Mathematically, it is
the number of permutations of student learning histories. Markov models (Markov, 1906) address this scalability
problem by tracking student state. We model a student as existing in a stafe. A state is a set of possible student
levels, we model student state as one of: Untrained, Novice, Partially Trained, Mostly Trained, Fully Trained. Our
model extends state to address a variety of factors. That is, for each student list a set of skills (e.g., speaking,
listening, reading, writing, decomposed further into “speaking days of week”, etc.) and a level (e.g., Novice)
associated with the student for each of the skills. Thus, in ALLEARN, an example of student state is:

e Speaking: <Days of week=Trained, Months of Year=Mostly Trained, Conjugation= Partially Trained>

e Listening: <Days of week=Trained, Months of Year=Mostly Trained, Conjugation=Partially Trained>

e Reading: <Days of week=Trained, Months of Year=Mostly Trained, Conjugation=Mostly Trained>

The mathematical purpose of representing student state is so that ALLEARN software can reason about student
states, and not about the very large number of possible student histories. When a new event occurs in training (a
new score on a quiz, notification that the student took a new lesson), student state is updated. Thus, the “Input to
Rule” above, rather than being a student history, is a student state. Because measures are imperfect and thus student
state is uncertain, our model tracks a belief distribution (i.e. a probability of) the student’s state. Thus we revise the
above to read:

e Input to Rule: 20% chance that student is Fully Trained on days of week, 50% chance Mostly Trained,

30% Partially Trained.
e Output from Rule: The system recommends that the student take Lesson 2C next.

One can observe that the rules above did not need to input the full set of factors in creating the rule (e.g., Months of
Year was not included). This is one of the unique features of our approach, that our computational approach keeps
the model tractable by only creating rules for a small set of factors at a time. To accomplish this, housekeeping is
necessary to assure that rules do not conflict, and that rules cover every state. We do not document the
housekeeping in this paper, but note that we follow the approach of (Guestrin, 2003).

Having defined state, we are now in a position to describe our adaptive training model more completely. Our model
is shown in Figure 2. It consists of three components, all of which relate to the description of state above. Querying
instructors, via an interface, develops the Measurement Model, Reward Model, and Transition Model. A POMDP
solver inputs these models and outputs a Policy. This Policy is executive by the Adaptive Plan Administrator.

e Reward Model: Rule for assigning each state a value, indicating the desirability of having the student
achieve a given state.

o One common representation is to assign a value of “1” to Fully Trained, and a value of “0” to all
other states. The training system will then derive that other states such as Partially Trained only
have value insofar as they are necessary waypoints on the way to Fully Trained.

e Measurement Model: Rule for indicating how measures can be used to estimate student state. We use Item
Response Theory (Lord, 1980) as a starting point. Our work extends IRT, by vectorizing IRT so that it
represents multiple skills, while simultaneously implementing a Partial Credit Model (PCM) on this
vectorized form.

e Transition Model: Rule for predicting how a learning material will affect student state. For example, the
transition model could state that a video lesson on Days of the Week is 70% likely to improve a student
from Untrained to Partially Trained, and 5% likely to improve that student to Fully Trained, and 25% likely
not to improve the student at all.

The Adaptive Plan Generator is responsible for creating the above models. The Reward and Transition models are
represented as probability functions. The Adaptive Plan Administrator uses those probability functions to
recommend learning materials. It implements a function called State Update, which inputs the student’s previous
estimated state, and a new learning event. If the learning event was that the student took a lesson, the Adaptive Plan
Administrator uses the Transition Model to update its assessment of the student state. If the learning event was that
the student was measured (via a quiz, an instructor evaluation of speech, etc.), the Adaptive Plan Administrator uses
the Measurement Model to update its assessment of the student state.

The Adaptive Plan Administrator then looks up, using its set of rules, the best learning material for a student in the

assessed state. These rules are constructed by using the Reward Function, and reasoning. We follow method of
MDP’s (Puterman, 1994), while utilizing the factored structure (Guestrin, 2003). To summarize, our method is
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analagous to robot path planning, we assign value to each of the goal states at time t. Using this value, we assign
value to states that are one step away from the goal states, at time t-1. Using these values, we assign value to states
that are two steps away from the goal states, at time t-2, etc. The reasoning is somewhat complex, as in our model,
state is never fully known (only imperfectly measured), and predictions are subject to variability. Our model
reasons about these stochastic effects.

In summary, our adaptive learning algorithm selects the learning material (action) that will eventually lead to the
highest reward (Fully Trained student state).

PLANS FOR SUBSEQUENT WORK

During the summer of 2016, we plan to review the ALLEARN design and user experience with learners and
instructors and get their feedback. We then plan to continue development of the architecture, with the goal of
undertaking a pilot evaluation at USAJFKSWCS in the spring of 2017.

The pilot evaluation will employ the following method. The pilot will cover the first two lessons of Module 2 of the
curriculum, dealing with the exchange of personal information. These are Intermediate Low competencies that build
on the Novice competencies in Module 1. At this point some students will be ready to make progress developing
Intermediate-level competencies, while other students are still struggling with basic language skills. The current test
at the end of Module 1, immediately prior to this unit, will provide evidence of these differences. We will provide an
experimental group of learners with ALLEARN content covering the competencies addressed in the two lessons.
Instructors will encourage the students to include ALLEARN in their study activities at their discretion. Because
much of the learners’ study activities are self-directed, they will be free to decide for themselves how to divide their
time between ALLEARN activities and other self-study activities. ALLEARN will track the time the students spend,
and estimate the students’ degree of mastery of the competencies targeted in the lessons based upon their
performance in the ALLEARN activities. Students will be tested at the end of the module. For comparison purposes
we will ask an active group to use digital learning tools that they normally use, without ALLEARN, and track the
time that they spend. We predict that time spent in ALLEARN activities will correlate with improved test
performance. We will interview the instructors and students afterwards to get their perspective on the added value
that ALLEARN provides.

After the system has been validated in this limited pilot trial we will then integrate it throughout the USAJFKSWCS
course. At this point we should expect to see improved student progress overall, with greater numbers of learners
achieving an ILR spoken proficiency score of 2 or better on an OPI.

Once the digital activities and learning model is fully developed we plan to adapt the Xonnet authoring tool to
support authoring by instructors, not just trained instructional designers. Our goal is to provide an interface that is
very easy to use and does not require technical expertise. A separate project named VRP Builder, funded by the
National Science Foundation, is funding the development of natural language processing and authoring technology
to enable authors, instructors, and ultimately students to create their own role-play dialogs from examples (Johnson
& Koffler, 2016). This will make possible broad adoption of the approach.

CONCLUSIONS

The ALLEARN project has identified likely barriers to rapid acquisition and sustainment of spoken language skills,
through detailed analysis of the needs of instructors and language learners. There is a lack of digital resources for
practicing and assessing spoken language skills. There is a need for learning activities that can adapt to the
individual learner. Technology-based resources are needed that integrate well with classroom activities, in a blended
learning paradigm. We are iteratively developing a technical solution to address these needs, using a design-research
methodology. Ongoing research is validating the ALLEARN approach, to demonstrate that it enables greater
numbers of learners to acquire higher levels of spoken proficiency compared to traditional methods.

Our intention is to develop the ALLEARN into a model for adaptive language learning, both for civilian education
and military training. As major publishers transition their language-learning offerings into digital products, there
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will be increasing demand for language-learning content that adapts to the learner. On the military side, the
ALLEARN approach can support learners in the schoolhouse and continue to support them through their military
career. It can help military members sustain their language skills during the extended periods of time when they
have limited access to language instruction.
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